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Abstract—Cybercrime is notoriously maintained and empow-
ered by the underground economy, manifested in black markets.
In such markets, attack tools and vulnerability exploits are con-
stantly traded. In this paper, we focus on making a quantitative
assessment of the risk of attacks coming from such markets, and
investigating the expected reduction in overall attacks against
final users if, for example, vulnerabilities traded in the black
markets were all to be promptly patched. In order to conduct
the analysis, we mainly use the data on (a) vulnerabilities bundled
in 90+ attack tools traded in the black markets collected by us;
(b) actual records of 9× 107 attacks collected from Symantec’s
Data Sharing Programme WINE. Our results illustrate that black
market vulnerabilities are an important source of risk for the
population of users; we further show that vulnerability mitigation
strategies based on black markets monitoring may outperform
traditional strategies based on vulnerability CVSS scores by
providing up to 20% more expected reduction in attacks.

Index Terms—black markets; cybercime; vulnerabilities; ex-
ploits;

I. INTRODUCTION

Vulnerability exploitation is a major attack vector and
threatens a relevant part of the population of internet users
[18], [12], [3].

While vulnerability risk estimation is one of the biggest
concerns in the software security community, there has been
little success in developing quantitative estimation methods
for vulnerability risk and effectiveness measures for risk
reduction strategies. For example, although the Common Vul-
nerability Scoring System (CVSS) score [14]1 is used as a
standard-de-facto risk metric for vulnerabilities and is widely
recommended as a patch-prioritization metric in protocols,
guidelines and best practices for vulnerability mitigation (e.g.
U.S. Government recommended SCAP protocol [17]), it is
not clear how well the CVSS score correlates with attack data
[5], [1]. A complementary, or even new, approach might be
required to tackle this issue.

This motivates us to conduct an analysis for this matter.
According to Google, 70% of the threats to users are repre-
sented by automated web attacks [18]. As reported in security
blogs2, reports from the security industry (e.g., [21]) and
academic publications (e.g., [12]), these infection mechanisms
are mainly driven by ready-to-go attack tools traded in cyber-
crime black markets; these tools are often referenced as

1CVSS developed by NIST is a scoring system that intends to rate the
relative severity of a vulnerability. It ranges from 0 to 10.

2For example, http://www.securelist.com/en/analysis/204792056/Drive by
Downloads The Web Under Siege

Fig. 1. Sample advertisment for a popular exploit kit in 2011- mid 2012,
“Eleonore”.

exploit kits. Exploit kits are, basically, websites deployed
and maintained by an attacker (or somebody to whom he
outsources the job [2]); when an unfortunate user connects
to an exploit kit, it checks for vulnerabilities on the victim
machine. If the user’s system is vulnerable to any of the
attacks the exploit kit supports, the vulnerability is exploited
and shellcode is executed on the victim machine. At this point,
the shellcode typically downloads a piece of malware chosen
by the attacker and, if successful, infects the machine. These
tools are advertised and traded in forum-like black markets.
An example of such advertisement is given in Figure 1.

We believe that if, as Google reports [18], a relevant propor-
tion of threats for final users comes from these tools, analyzing
the risk coming from the cybercrime black markets against
real attack data may provide useful insights into (a) estimating
and mitigating risk for final users, and (b) developing effective
defense strategies. To this purpose, we collected and analyze
data on (1) vulnerabilities traded in the black markets and (2)
real attack data as reported by Symantec’s WINE Data Sharing
Programme3.

In this paper we give two closely related contributions:
1) We perform a preliminary analysis of attacks delivered

by means of vulnerabilities traded in the black markets
and bundled in exploit kits. In particular, we aim at un-
derstanding to what degree these vulnerabilities represent

3http://www.symantec.com/about/profile/universityresearch/sharing.jsp

http://www.securelist.com/en/analysis/204792056/Drive_by_Downloads_The_Web_Under_Siege
http://www.securelist.com/en/analysis/204792056/Drive_by_Downloads_The_Web_Under_Siege
http://www.symantec.com/about/profile/universityresearch/sharing.jsp


a risk in the overall attack scenario. As a result, we show
that black market vulnerabilities are responsible for a
relevant fraction of overall attacks.

2) Motivated by these results, we hypothesize that the pres-
ence of a vulnerability in the black markets may be a
good risk indicator for that vulnerability. We introduce the
effectiveness [9] of a remediation strategy as a measure
of “expected diminishment in attacks if a group of
vulnerabilities were all to be patched”. We then test our
hypothesis and compare its performance with results for
the current state-of-the-art approach, CVSS. As a result,
we show that not only CVSS generally performs poorly as
a metric for vulnerability remediation, but that monitoring
the cybercrime black markets may result in up to 20%
more effective patching policies.

This paper proceeds as follows. Section II describes our
datasets and collection methodology. In Section III we report a
first, observational analysis of attack trends and ratio of attacks
driven by vulnerabilities traded in the black markets. We then
introduce in Section IV the effectiveness metric as the expected
reduction in overall attacks toward the end user after some
mitigation strategy is enforced and test our data against it. In
Section V we discuss the implications of our results. Section
VI outlines possible threats to validity to our study, and Section
VII concludes the paper.

II. DATA

To explore the conjectures established in the introduction,
we base our analysis on three different sources: EKITS,
WINE-DB and NVD.

EKITS is our dataset of tools traded in the black markets.
It contains detailed information on vulnerabilities bundled in
exploit kits, services provided by the vendors (e.g. hosting
on their own domain, discounted trail rates, etc), prices and
release dates. The dataset is a substantial expansion on Con-
tagio’s Exploit Pack Table4. We retrieve the data in EKITS
directly from various black markets. For the moment, the
retrieving infrastructure is semi-automated, meaning that we
manually verify the retrieved data before committing the
update to the dataset. In order to lower our visibility in
the markets, we are currently monitoring a limited set of
communities. We periodically check our dataset with other
external sources (e.g. security reports and security news press)
to “fill the gaps” with data not reported in the communities we
monitor. However, this circumstance proved to seldom occur.
After more than 1.5 years of investigations and data collection
we ended up monitoring more than 90 different exploit kits
attacking overall 126 unique vulnerabilities. Data in EKITS
spans from July 2007 (for Icepack Exploit kit) to February
2013 (when the exploit kit Whitehole was released).

The second source, WINE-DB is our ground truth dataset.
It is a composition of publicly available data on attacked CVEs
(SYM) and real attack data as collected by Symantec sensors
worldwide and shared with researchers through the WINE data

4http://contagiodump.blogspot.it/

Category Type of software Examples
1. BROWSER Browser software Internet Explorer, Firefox,
2. PLUGIN Browser plugins Acrobat reader, Adobe

Flash Player
3. DEV Software intended as sup-

port for developers
Visual C++

4. BUSS Software used mainly in
business environment

Lotus Notes,
Dreamweaver

5. SERVER Server side software Apache, Ftp daemons
6. WINDOWS Microsoft Windows re-

leases
Windows XP, Windows
Vista

7. OTH OS Operative systems other
than Microsoft Windows

Solaris, OpenBSD

8. COMM “Common-usage”
software

Microsoft Office, Eudora

TABLE I
CATEGORIES FOR VULNERABILITY CLASSIFICATION. CATEGORIES ARE

REPORTED IN DESCENDING ORDER OF SPECIALIZATION, MEANING THAT A
SOFTWARE FALLING IN A LOWER-NUMBER CATEGORY IS EXCLUDED FROM
ANY OTHER CATEGORY WITH A MORE GENERAL “SPECIALIZATION”. FOR

EXAMPLE, ACCORDING TO THIS RULE WINDOWS SERVER 2008 WILL FALL
IN THE SERVER CATEGORY RATHER THAN THE WINDOWS CATEGORY.

sharing programme. In the analysis, we use the association
attack signature - vulnerability reported in SYM to map attack
signatures recored in WINE to the vulnerabilities these attacks
exploit.

1) Data in SYM is a collection of attack signatures and
vulnerabilities reported as exploited in Symantec’s Attack
Signature and Threat Explorer public databases5. If a
vulnerability is reported in SYM, this is evidence of
the actual exploitation of the vulnerability in the wild.
However, this dataset provides no information on volumes
and time of the attacks.

2) The second data set, WINE-DB, fills this gap. By joining
Symantec’s WINE programme, we collected data on
volumes of attacks per attack signature per month and
attacks against different platforms (i.e. Windows {XP,
Vista}). The collection of attacks in WINE-DB dates back
to October 2009 up to November 2012. After the join
with SYM, WINE-DB includes data on 9 × 107 attacks
targeting more than 600 unique vulnerabilities.

Lastly, the third data set, NVD, refers to the data set
collected from National Institute of Standards and Technol-
ogy (NIST) National Vulnerability Database. NIST has been
collecting information on vulnerabilities since 2004. We use
this database as the population of the analysis in Section IV,
since it contains all identified vulnerabilities that are plausible
to be attacked.

A. Data categorization

NVD also reports information on the software that the
vulnerability affects. We employ this information to categorize
vulnerabilities into seven categories, as reported in Table I.
Vulnerability software categorization is important here since
it allow us to assess confounding influences on the prob-
ability of exploitation of different vulnerabilities. However,

5http://www.symantec.com/security response/

http://contagiodump.blogspot.it/
http://www.symantec.com/security_response/


Fig. 2. Distribution of vulnerabilities by category.

the categorization task proved to be tough to accomplish:
software data on NVD is not always consistently reported,
meaning that often names for the same software are spelled
differently across different entries or are incomprehensible
(e.g. 3crwe554g72t). We therefore chose to use as a baseline
for classification solely the vulnerabilities in SYM. While this
is certainly a limitation to the overall classification of vulnera-
bilities, the diversity of software affected by vulnerabilities in
SYM allowed us to categorize, on its basis, more than 40% of
NVD6. With this approach we classified 95% of vulnerabilities
in EKITS as well.

Figure 2 reports a bar diagram of vulnerability distribution
for WINE-DB and EKITS by category. Vulnerability cate-
gories in WINE-DB are overall well distributed, evidencing the
representativeness of the vulnerabilities it samples. However,
we do not include all categories in our study. In particular,
we exclude the categories that are not closely related to a
“typical” home system. For example, measuring SERVER
vulnerabilities would be unrealistic in assessing the security
for the final regular user. We therefore exclude vulnerabilities
classified in the categories {BUSS, SERVER, OTH OS}.
Moreover, due to the scarce prevalence of vulnerabilities in
DEV among both WINE-DB and EKITS, we exclude that
category as well. We end up with 542 vulnerabilities overall.

III. OBSERVATIONAL ANALYSIS OF ATTACKS

In order to better understand the background and the trend of
vulnerability exploitation, we start the analysis by conducting
an observational exploration of the data. Vulnerability risk is
typically assessed by means of the CVSS methodology. We
therefore first look at the CVSS scores of vulnerabilities in
our WINE-DB and EKITS datasets.

Figure 3 reports the ratios of total attacks driven by means
of HIGH, MEDIUM and LOW score vulnerabilities. HIGH
CVSS is identified by a score ≥ 9, 6 ≤MEDIUM < 9 and

6Note that, this is far from being a full classification, the vulnerabilities
classified in NVD are those representative (by construction) of the software
reported in SYM and attacks are reported in WINE-DB.

Fig. 3. CVSS score distribution expressed in ratio of delivered attacks per
dataset. HIGH CVSS correspond to a score ≥ 9, 6 ≤ MEDIUM < 9,
LOW < 6.

Fig. 4. Fraction of overall attacks driven by exploitation of vulnerabilities in
EKITS. In september 2011 the prevalence of attacks targeting Browser and
Plugin vulnerabilities in exploit kits peaked to almost 100% of the total.

LOW < 6. While the greatest majority of attacks are driven
by means of HIGH score vulnerabilities in both WINE-DB
and EKITS, MEDIUM and LOW score vulnerabilities still
represent more than 40% of the volume of attacks delivered
in the wild: this is further evidence that CVSS scores and
vulnerability exploits do not correlate well [5], [1] ¿From this
figure, it can be seen that CVSS might not be a good marker
for actual exploitation, as opposed to what is often suggested
by academic studies [20] and government reports [17].

The question raised from the observation of Figure 3 is then
whether the observation of black markets can perform better as
a marker for actual exploitation than the use of CVSS. Figure
4 is generated to explore this question. This figure illustrates
the trends in the ratios of attacks targeting vulnerabilities
traded in the black markets against overall attack volumes. The
lower line can be interpreted as the conditional probability of
being attacked by means of a vulnerability traded in the black
markets (Pr(v ∈ EKITS|Attacked)). This trend peaks at



about 40% of overall attacks. Remember that EKITS features
120 vulnerabilities, and WINE-DB runs at 540. Despite repre-
senting only 20% of all attacked vulnerabilities, vulnerabilities
traded in the black markets are responsible for up to 40% of
the final attacks for the user. We believe this evidences that
black markets monitoring may be an effective way to avoid
a big chunk of risk for the final user.7 More generally, the
trend of attacks driven by means of vulnerabilities in EKITS is
monotonically positive in time. In other words, the prevalence
of attacks against vulnerabilities in the black markets seem to
be increasing. The drop in attack ratios in the last reported
months of 2012 can be attributed to two factors: (a) Attackers
became very good at avoiding signature detection by antivirus
products; (b) Symantec may have needed additional time to
update certain attacked CVEs in their signature descriptions.
Not having any evidence to support (a), we consider the
decreasing trend at the end of the time series an artifact of
data censorship (right) for certain vulnerabilities [16].

Being web browsers and browser plugins typically the most
exposed software to attacks for the final users [18], we further
analyzed the incidence of attacks exploiting vulnerabilities in
these categories. The red continuos line in Figure 4 depicts the
trends in the ratio of attacks against BROWSER and PLUGIN
vulnerabilities for the EKITS dataset. Overall, the greatest
majority of attacks against these categories of software seem
to be driven by means of black market vulnerabilities. After
September 2011, these attacks are almost entirely targeting
vulnerabilities in EKITS. This may explain the peak in overall
attacks driven by black market vulnerabilities in September
2011.

To better understand these dynamics we further investigate
attack trends per attack platform. Our WINE-DB dataset
reports attacks against Windows Xp, Vista and Seven. This
information is reported first-hand by Symantec sensors. We
ignore the data on service packs and build numbers, as
already proved to be unreliable [4]. Figure 5 reports ratios
of attacks exploiting black market vulnerabilities per platform.
Surprisingly, while attacks against Windows XP and Windows
Vista remain under 10% of the total, Windows 7 seems to be
the most targeted by exploit kits. Exploit kits have already
been shown to choose whether to deliver the attack or not
according to the system configuration of the victim machine
[22]. This may therefore be evident that volume of attacks
may increase despite higher security expectations from newer
versions of operative systems.

Figure 6 plots the trends in difference of attacks driven
by means of vulnerabilities in EKITS against vulnerabilities
not in EKITS (WINE-DB / EKITS). Again, vulnerabilities in
EKITS seem to always represent a higher risk for the users
running Windows Vista or Windows 7 (despite Windows XP
being the most popular platform detected in the WINE dataset
[7]). Here, the negative values of the difference in the ratios

7 As a speculation, we observe that September 2011 registers a peak in
relative risk coming from the black markets. According to our data, this
coincides with the release date of Blackhole 1.2.0, a major release of a very
popular exploit kit [12].

Fig. 5. Trends of attacks driven against vulnerabilities in EKITS as opposed
to victim platforms.

Fig. 6. Difference in the realitve ratios of attacks driven against vulnerabilities
in EKITS (Pr(v ∈ EKITS, P latform|Attack) and attacks driven by
vulnerabilities not in EKITS (Pr(v /∈ EKITS, P latfom|Attack).

represent periods of time for which the overall probability of
being targeted by an attack not from the black markets is
higher than one from the black markets. The positive values
above the red horizontal line represent periods of time during
which this probability is reversed: given that you were attacked
in the period between August 2011 and January 2012 and was
running Windows Vista or Windows 7, the attack was 10%
more likely to be delivered by means of vulnerabilities traded
in the black markets. This result in particular shows that black
market monitoring could be an important proxy to measure
final risk from cyber attacks for users.

In conclusion, this preliminary analysis of our datasets
underlines three aspects of attack trends that may be useful
to better understand final risk for users:

1) vulnerabilities in the black markets are responsible for an
important chunk of the overall volume of cyber-attacks
affecting the final user.

2) higher security measures (e.g. those introduced in new
versions of the operative system) do not necessarily
discourage attackers from delivering attacks.



3) depending on your system configuration and the moment
in time, risk of attacks coming from the black markets
can be up to 10% greater than risk coming from other
sources.

These results show the high impact of the cybercrime black
markets in terms of volumes of attacks against internet users.
This is good reason, we believe, to ask the following question:
“If you were to patch all vulnerabilities which exploits are
traded in the black markets, how much will your final risk of
being attacked diminish?”

IV. EFFECTIVENESS OF PATCHING A VULNERABILITY

In order to answer the above question, this section conducts
a more formal analysis for determining the effectiveness of
different patching strategies in reducing the overall risk of
attacks. The precise meaning of the effectiveness of non-
patched vulnerability removal is based on asking how many of
the vulnerabilities in the population would have been exploited
in the wild if, instead of all being not patched, they had all
been patched, all other pre-exploitation conditions remaining
identical. In this paper, we run our analysis against two
different strategies. Firstly, we test current best practices based
on the prioritization of HIGH CVSS score vulnerabilities
in the patching process [17]. Secondly, we apply the same
approach to the case where, instead of CVSS score, the
presence of a vulnerability in a market is the risk indicator for a
vulnerability. Given the generality of the assessment presented
in this work, we rely on two assumptions: 1) NVD includes
all vulnerabilities that can be exploited; and 2) SYM includes
all vulnerabilities that are actually exploited in the wild.

A. The Method
The method used in this section is based on a parallelism

with various studies on estimating the “effectiveness” of seat
belt usage in preventing fatalities in car crashes (e.g., [6],
[19], [9], [8]). In our case, using a seat-belt is paraphrased
by the installation of a patch, and the presence of a fatality is
the actual exploitation of a vulnerability. For example, in [9],
Evans concludes that, by using seat belts, chances of survival
in a car accident increase by 43%; similarly, we want to assess
to what degree chances of being attacked decrease if a certain
group of vulnerabilities were to be patched. For the illustrative
purpose, here, we present the detailed procedures following
[6], [19], [9] and [8]8.

Let us assume that the probability that an exploit for a high
risk vulnerability exists in the wild is ph,e and the probability
that one exists for a low risk vulnerability is pl,e. Then we
can define the ratio of actual exploitation of high and low
vulnerabilities, R, as:

R =

No. of low risk v exploited in the wild (a)
No. of low risk v (b)

No. of high risk v exploited in the wild (c)
No. of high risk v (d)

= pl,e/ph,e, (1)

8We particularly apply the procedures used in [6] and [19] to estimate the
effectiveness of patching vulnerabilities, and use the calculation used in [9]
and [8] to take into account errors and weighting.

where v denotes vulnerabilities9. R therefore gives the prob-
ability that low risk vulnerabilities are actually exploited
compared to the corresponding probability that high risk
vulnerabilities are actually exploited.

Subtracting equation (1) from ph,e/ph,e and multiplying by
100 gives the “percent effectiveness”, E. That is,

E = 100

[
(ph,e − pl,e)

ph,e

]
= 100(1−R). (2)

More precisely, the effectiveness of patching vulnerabilities
can be defined as the percent reduction in the expected level
of actual exploitation in the wild that would occur if all
considered non-patched vulnerabilities are patched, all other
factors remaining same. Therefore, the effectiveness can be
interpreted as the percent of risk reduction a final user gains
when patching certain vulnerabilities of his/her system.

While the above application can provide an overall effec-
tiveness, we calculate R for the different categories mentioned
previously (i.e., categories for vulnerabilities) in order to take
into account possible confounding effects in calculating the
effectiveness estimates with respect to reducing the risk of
exploitation. In particular, a confounding factor is a variable
in the data that may influence the observed outcome (i.e.
exploitation of a vulnerability) alongside the value of the
explanatory variable (i.e. in our case, CVSS scores or (v ∈
EKITS) ∈ {0, 1}). By “controlling” confounding variables
it is therefore possible to isolate the explanatory variable and
measure its real influence on the observed effect. Including a
confounding factor in the analysis can provide us with a less
biased estimate and with insights regarding the effectiveness
for removing vulnerabilities from different categories. We now
denote the ratio and the effectiveness for each category as Rx
and Ex, respectively, where x is the category.

Since each calculation of Rx causes an error regarding the
exploitation, we need to calculate the standard error of Rx,
∆Rx, which can be given by

∆Rx = Rx

√
σ2
µ + 1/a+ 1/b+ 1/c+ 1/d, (3)

where σµ is a value of the unpredictable fluctuations caused
by confounding influences. Following [9] and [8], we assume
that σµ = 0.1; that is, due to unpredictable confounding
interactions, the accuracy of the estimation of Rx is limited to
±10%. The estimate of the effectiveness, when the standard
error is taken into account, therefore yields (Ex±100∆Rx)%.

Since each Rx is a ratio, it is undesirable to compute the
avarage value of Rx using the arithmetic mean calculation.
Based on the corresponding estimates for different categories,
we therefore compute the weighted average value, R̄, ex-
pressed as

R̄ = exp

[∑
x

(wx × log(Rx))/
∑
x

wx

]
, (4)

9(a), (b), (c) and (d) in equation (1) correspond to the followings in [6]
and [19], respectively: the number of belted drivers injured, the number of
car crashes with belted drivers, the number of unbelted drivers injured and
the number of car crashes with unbelted drivers.



Remediation by R E ∆R E ± 100∆R

CVSS 0.179 82.118 0.021 (82.12 ± 2.06)%
EKITS 0.032 96.801 0.006 (96.80 ± 0.58)%

TABLE II
ESTIMATED PATCHING EFFECTIVENESS WITHOUT CONFOUNDING

INFLUENCES MEASURED BY CVSS

Category Rx Ex ∆Rx Ex ± 100∆Rx

BROWSER 0.267 73.286 0.051 (73.29 ± 5.15)%
COMM 0.254 74.620 0.048 (74.62 ± 4.81)%
PLUGIN 0.411 58.852 0.104 (58.85 ± 10.35)%
WINDOWS 0.306 69.357 0.060 (69.36 ± 6.04)%
Weighted average values using CVSS: (70.69 ± 2.99)%

TABLE III
ESTIMATED AVERAGE PATCHING EFFECTIVENESS MEASURED BY CVSS.

BUSS, DEV, OTH OS AND SERVER CATEGORIES ARE REMOVED FROM
THE CALCULATION

where wx is an assigned weight for each category and equals
to (Rx/∆Rx)2. Since R̄ is also affected by confounding
influences, the standard error of R̄ is computed by

∆R̄ = R̄/
√∑

(Rx/∆Rx)2. (5)

Therefore, the overall estimate of the effectiveness can be
expressed as:

E = 100(1− R̄±∆R̄). (6)

In the next section, we provide the results of the analysis
using this application.

B. The Results

We fist estimate the effectiveness of fixing vulnerabilities on
the reduction of expected attacks.In the analysis, we use CVSS
and EKITS as proxies for “riskiness of the vulnerability”. In
particular, as for CVSS, we regard a vulnerability as high risk
if it has CV SS ≥ 9, while we consider a vulnerability as low
risk if it has CV SS < 9. This is consistent with common
practices in vulnerability prioritization [17]) and CVSS score
distribution among vulnerabilities [1]. Similarly, we assume
that a vulnerability included in EKITS is high risk whereas a
vulnerability not included in EKITS is regarded as low risk.

Table II displays the results of the calculations. ¿From the
estimated average patching effectiveness (82.12 ± 2.06 for
the CVSS case and 96.80 ± 0.58 for the EKITS case) over
10% of difference in the patching effectiveness is identified.
This indicates that a patching strategy based on CVSS might
be at least 10% less effective in reducing attacks than a
strategy based on the observation of the black markets. This
is consistent with the results gained from Figure 3.

As explained previously, however, since confounding in-
teractions can introduce serious biases in the estimations
of the effectiveness, we further re-calculate our estimates
using “software category” as a confounding factor. Tables III
and IV report the results of such investigations. Each table
provides the details of how category-specific final effectiveness

Category Rx Ex ∆Rx Ex ± 100∆Rx

BROWSER 0.061 93.935 0.020 (93.94 ± 2.00)%
COMM 0.096 90.393 0.036 (90.39 ± 3.55)%
PLUGIN 0.116 88.371 0.036 (88.37 ± 3.58)%
WINDOWS 0.104 89.598 0.051 (89.60 ± 5.09)%
Weighted average values using EKITS: (90.96 ± 1.62)%

TABLE IV
ESTIMATED AVERAGE PATCHING EFFECTIVENESS MEASURED BY EKITS.
BUSS, DEV, OTH OS AND SERVER CATEGORIES ARE REMOVED FROM

THE CALCULATION

is calculated. In the tables, each row reports the result for
the corresponding category; the last row displays the average
effectiveness of patching. More specifically, Table III indicates
that patching effectiveness is highly dependent on categories.
For example, when patching strategies are based on CVSS,
the effectiveness for some categories such as BROWSER
and COMM is higher than 70% while the effectiveness for
PLUGIN is less than 60%. In addition, the results show
that, if confounding interactions are considered, the estimated
effectiveness is even lower than the effectiveness calculated
without confounding influences. Two things should be noted
here: first, the high value of the standard error in each cate-
gory might limit the certainty of the estimated effectiveness.
Second, the estimated weighted average of the effectiveness,
(70.69±2.99)%, indicates that the result in Table II might be
biased.

As for the EKITS case, Table IV shows that overall
around 90% of cyber attacks can be avoided by using a
patching strategy based on the observation of black markets.
While lower than the effectiveness measured without taking
categories into account, we consider the estimated weighted
average of the effectiveness, (90.96 ± 1.62) unbiased and
more reliable compared to the result displayed in Table II.
Moreover, the standard errors of the estimated effectiveness
for the categories fluctuate less than those for the estimation
with CVSS. This implies that using EKITS as a baseline for
creating patching strategies can increase the certainty of the
strategy effectiveness as compared to the case of CVSS.

V. DISCUSSION AND RELATED WORKS

Overall, our results highlight that much room for im-
provement in current approaches is available. In particular,
we believe that our observations may influence vendors and
users strategies when it comes to vulnerability remediation.
Vulnerability patching is an expensive and high-uncertainty
process, in which an accurate vulnerability risk measurement
is key to a proper remediation strategy. Our results are here
twofold: First, CVSS score measures poorly when it comes to
actual exploitation of HIGH score vulnerabilities. Our results
show that, overall, by following a high-score-first-patch policy
the expected reduction in overall attacks against a final user is
70%. By considering BROWSER and PLUGIN vulnerabilities,
which represent the most common vector of attacks for final
users [18], the effectiveness of this strategy drops as low as
58%, with a ± 10% error margin.



Secondly, measurement of risk by means of black markets
monitoring may prove to be a good proxy for risk management
and prioritization. The effectiveness of a potential patching
policy that considers the black markets for attacks as a proxy
for “risky vulnerabilities” is expected to be 20% higher than
the current CVSS policies. The margin of error allowed by this
estimation is also very limited, meaning that no good reason
to expect a much lower reduction in final overall attacks is
found.

We can therefore conclude the followings:
1) Our empirical analysis confirms that patching strategies

based on the observation of black markets can be much
more effective than those based on the traditional CVSS
score. Remediation strategies based on the CVSS score
may represent a not cost-effective approach to vulnera-
bility remediation.

2) The effectiveness estimates that ignore the confounding
influences of the categories are biased upwards by large
amounts particularly in the CVSS analysis; practically
speaking, this means that a remediation strategy can be
deeply affected by contextual variables. This observation
is particularly useful for policy makers that need to build
effective remediation strategies.

3) The high standard errors in the analysis using CVSS
highlight the high uncertainty in the applicability of
current remediation strategies to real-world scenarios.

4) In the analysis, it is confirmed that the estimates of
the effectiveness for BROWSER and COMM categories
are higher than other categories. If software vendors
have very limited resources for patching, prioritizing the
patching for vulnerabilities in BROWSER and COMM
categories would provide the greatest reduction in final
attacks for the users and may therefore result in a better
investment.

A. Related works

Frei et al. [11] were maybe the first to thoroughly analyse
vulnerability and exploitation dynamics. This work have re-
cently been extended by Shahzad et al. [20], which included
vendors and software in Frei’s analysis. These studies relied
on publicly available data on vulnerabilities and existence of
public exploits (NVD and Exploit-DB or OSVDB databases).
Only very recently, vulnerability studies using real attack data
emerged [7], [4]. These studies looked at the vulnerability
scenario in general, and did not focus on a particular source
of threats such as exploit kits and black markets are in our
study. Exploit kits relevance as a threat vector have been
addressed (albeit only very recently) by Grier et. al in [12]
and more generally by Provos et. al [18]. A comprehensive
overlook of exploit kits was provided by Symantec in [21].
General characteristics of vulnerabilities in exploit kits and
in the wild have already been analyzed by Allodi et al. [1],
but no quantitative assessment of the actual volume of attacks
these vulnerabilities drive has been reported in the literature
so far. Black market analyses have been proposed mainly
from a market-internal economic/observational point of view

by Savage et. al [15], Franklin et. al [10] and Herley et. al
[13]. Unlike these studies, we use our observations from the
black markets to measure the effects of the black-hat economy
in the ordinary everyday world.

VI. THREATS TO VALIDITY

In this Section we discuss the threats to validity of our study.
Construct validity regards the collection methodology of

the data and the representativeness of the final dataset of the
studied scenario. In our case, we collected data for vulnerabili-
ties recorded in the wild and vulnerabilities traded in the black
markets. WINE-DB is an aggregation of attack data recorded
by one of the security industry leaders worldwide. The rep-
resentativeness of the data depends on the host selection
methodology adopted by Symantec, which states the sample is
representative of the whole population. The representativeness
of the EKITS dataset depends on (a) the representativeness
of the black-hat communities we monitored and (b) our data
collection mechanism. While it may be impossible to prove
that we are monitoring the communities that report all the
information we are interested into, we periodically check with
third party resources such as security blogs and Contagio’s
Exploit Pack table and check for missing information in our
dataset. However, we often end up having more details or
even more exploit kits that those resources do, meaning that
the collection mechanism is at least on par if not better than
the industry public state-of-the-art.
Internal validity is concerned with the inter-relation between
variables within the analyzed samples. In our case, as de-
scribed in Section II, it must be underlined that we are not
directly measuring exploitation against vulnerabilities, while
rather the relevance of different attack signatures in the general
attack scenario. Only subsequently we map attack signature
data into vulnerability data. In a few cases, this means mapping
the same measured volume of attacks against a signature to
more than one vulnerability. In reality, it is therefore not neces-
sarily true that each vulnerability has been attacked $volume
times. In order not to introduce further noise to the analysis, we
did not artificially modified these volumes (e.g. by assuming
uniformity in the distribution of attacks per vulnerability per
attack signature). While this multi-mapping problem only
seldom occurs in our dataset, it must be identified as a potential
source of noise for the final results.
External validity regards the applicability of the results to
other scenarios. In particular, our study and our conclusions on
patching policies apply only to the home-user threat scenario.
Without further refinement, our conclusions cannot be applied
to server / IT facility management or other general business
environments. Because of the data collection methodology, the
external validity of our conclusions may be limited by a num-
ber of factors. For example, volumes of attacks against vul-
nerabilities may change by geographical area (as an instance,
exploit kits may attack fewer users in ex-USSR states10).
Moreover, it is possible that some vulnerabilities attacked only

10http://krebsonsecurity.com/2012/01/citadel-trojan-touts-trouble-ticket-system/

http://krebsonsecurity.com/2012/01/citadel-trojan-touts-trouble-ticket-system/


in particular areas or affecting only particular systems of lower
commercial interest for Symantec may not appear or are under-
represented in our datasets. Further refinements in population
control may therefore be needed to safely narrow the scope of
our conclusions down to specific user populations.

VII. CONCLUSION

The scope of this paper is twofold. As a first contribution,
we make a first exploratory analysis of volumes of attacks
coming from vulnerabilities in the black markets. It must
be noted that this analysis is not by itself evidence of the
importance of the actual exploits and tools traded in the black
markets: we do not have any proof that the actual attacks
recorded in the WINE-DB dataset are delivered by means of
exploit kits. Differently, our analysis provides, we believe,
strong evidence that the black markets can be used as a
proxy to estimate the final risk for the user: independently
of the exploit delivery mechanism, a vulnerability in the
black markets represents a priori important risk for a regular
user. Our second contribution is the quantification of the
performance of standard-de-facto approaches to vulnerability
remediation against the potential of black-market monitoring.
As a result, black markets monitoring results as a, on average,
20% more effective strategy than those currently enforced.
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