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Executive summary

Technical Work Packages (WPs) in the SECONOMICS project have developed a series of
theoretical frameworks and models applicable to various infrastructure sectors. While this
theoretical approach can provide stakeholders with a general idea for designing and devel-
oping appropriate security strategies and policies, it might not be able to offer sufficiently
practical information on the effectiveness of a security measure, strategy or policy, and to
guarantee the validity. In order to attest validity and practicality of the theoretical models de-
veloped in the technical WPs, it is necessary to consider ways of complementing the models
based on empirical approach.

D6.3 therefore aims at providing a discussion on an array of methodologies able to over-
come the shortcomings in the theoretical models and circumvent issues related to the lack
of market-driven data. In particular, we discuss the experimental methodologies for the sys-
tematization of exploration of the security measures, strategies and policies, and provide
detailed information on experimental frameworks used for evaluating various security mea-
sures and policies tackled in the three case study WPs.

In Section 2, we discuss various quantitative and qualitative experimental methods that
have been and can be used to complement the models and frameworks developed in the
technical WPs. The proposed experimental methodologies include comparative statics,
workshops (semi-structured interviews and focus groups), controlled experiments, case-
control studies and media analysis.

Section 3 illustrates how different experimental methodologies have been and can be ap-
plied to complement theoretical models developed for the three SECONOMICS case studies.
We focus particularly on presenting various applications of experimental methods for a spe-
cific case study. Furthermore, the section explores how an experimental method has been
implemented for analysing regulatory frameworks from a cross-domain perspective.

Section 4 presents a way to employ an experimental method for evaluating impact of
future and emerging threats and developing desirable policy strategies and instruments for
such threats. We propose in particular to use sensitivity analysis to assess the impacts
caused by emerging threats and compare resilience and sustainability of different security
system designs.

Section 5 concludes the document. Particularly, we propose to employ a wide set of
experimental methods to complement and evaluate security frameworks and models, since a
single experimental method cannot explore and analyse all research frameworks and models
developed in the SECONOMICS project.

The annexes have three research papers that focus on the application of the experimental
methods. ANNEX1 shows how socially optimal regulatory rules can be identified using com-
parative statics. ANNEX2 attempts to analyse emerging cyber-threats using cross-domain
application explained in Section 3. ANNEX3 compares different methods for security risk
assessment using a controlled experiment.
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1. Introduction

In the context of the SECONOMICS project, several theoretical models and frameworks ap-
plicable to information ecosystems for ensuring security have been developed and designed
in the technical WPs 4, 5 and 6. The range of the models and frameworks that the WPs
tackled is relatively large; they cover a broad spectrum of interests ranging from low level
strategies for helping managers, consultants, and practitioners in delivering the security to
the systems (e.g., D5.1 & D5.2), to high level policies for assisting policy-makers and indus-
try/business leaders to ensure the overall sustainability and resilience of security ecosystems
(e.g., D4.2, D4.3 & D6.1). Furthermore, D6.2 reviews current legal instruments in EU to ad-
dress Pan-European exercises on security. However, depending sorely on such theoretical
models might raise the question of validity – the degree with which the results are an accu-
rate representation of stakeholders’ views: to what extent are the findings of a given model
valid?

For the models to move beyond a theoretical analysis of the effectiveness of a particular
level of a security measure or a specific strategy or policy, it is necessary to consider some
way of identifying functional relationships between inputs and outputs and estimating the
values for providing different levels and types of security measures, strategies and policies.
Furthermore, we need to obtain the information on current status and on changes in the
current situation that is substantially outside of the range of current experience. These values
can be obtained by using “observed” or “stated” information from research subjects.

While many methodologies have been developed and used to examine a theoretical
model empirically, the underlying principle is to test the relationship between an input and
an output by examining data-driven information. For example, in valuing a particular policy,
economists have tried to estimate what are the costs and benefits for a particular policy un-
der the situation where markets exist. Under this situation, the prices for marketed goods
would contain sufficient information to ascertain what market players will gain and lose from
the interaction.

However, since a situation like this does not exist for a public good such as security, costs
and benefits cannot be estimated directly. For example, determining the effect of security
provision is driven by difficult-to-value costs and benefits, and security that is considered
as a public good do not have a market price for many cases. As a result, economists and
social scientists have been forced to develop techniques to infer the values of public goods,
including security, and various theories and models developed through the work of them
helped formalize the notion of an equilibrium set of public goods and how to obtain them
(e.g., contingent valuation and hedonic pricing).

The aim of this document is to present a set of methodologies which can create ex-
periment spaces to perform valuation of the security models we have developed. Indeed,
during the project period, sufficient experience has been acquired to devise methodologies
for the systematization of exploration of the experiment space of policies for specified secu-
rity architectures. This document details experimental methodologies that are and can be
applied to analyse security-related issues (e.g., security rules and regulations) of various
types of stakeholders. In the case studies of WPs 1, 2 and 3, various experimental eval-
uation methodologies are and will be used to determine and measure the performance of
different security mechanisms.
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2. Experimental Methods

As explained in D6.1 and [1], given the popularity of strategic behaviour and decision in
an information ecosystem, designing appropriate theoretical models and employing proper
experimental methods is crucial in studying such behaviour and decision. In economics,
for example, many researchers have tried to develop a more rigorous and testable theory
to identify principal–agent relationship addressed in D6.1, with the focus on linking it to
experimental tools. Furthermore, in many research fields, researchers have started to com-
bine multiple experimental methods, using both quantitative and qualitative approaches, in
a study to realize the advantages of both and lessen their weaknesses. For example, in
D4.2, ISASCR shows how a qualitative analysis on risk perception can be incorporated in a
quantitative analysis. Accordingly, this report explains how we can employ various quanti-
tative and qualitative experimental tools for evaluating and validating the theoretical models
developed by the technical WPs. Table 1 illustrates the methods proposed as experimental
tools and the examples of technical deliverables that are appropriate for the application of
such methods.

Table 1: Applicable Experimental Methods

Data/Formula-Driven Human Perspective-Driven

Qualitative Comparative Statics
(e.g., D6.1, D6.2, D5.1 & D5.2)

Workshops
(e.g., D6.1, D5.1, D4.2 & D4.3)

Quantitative Case-Control Studies
(e.g., D6.1 & D6.2)

Media Analysis /
Controlled Experiments
(e.g., D4.2 & D4.3)

Each experimental method is driven by different approaches and data collection proce-
dures, and aims at exploring different types of research hypotheses. For example, let us
consider the following illustrative hypotheses:

• Germany worries more about STUXNET than Italy.

• Patching vulnerabilities reduce risk by 45%.

• Vulnerabilities follow a linear law.

• A One-size-fits-all regulatory rule is more appropriate to U.K than Italy.

These are examples of hypotheses that are better tested by quantitative experimental
methods. In contrast, certain hypotheses should be evaluated by qualitative methods. Some
illustrative examples are:

• An increase in passenger profiling activities leads to a higher level of security.

• An increase in inspection capacity induces increased security.
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• An increase in the terrorists’ cost of carrying out an attack results in greater security.

• An increase in security regulation induces increased security.

In the subsections below, each experimental method is described in more detail. More
specifically, we define the experimental methods, provide various application examples pre-
viously implemented by the SECONOMICS partners, and show how the tools can line up
with the theoretical models and frameworks developed in technical WPs.

2.1 Qualitative Methods

2.1.1 Data/Formula-Driven: Comparative Statics

Comparative statics has been widely employed in various policy and economic models to
show whether the variables are related to each other by some functional form and whether
a change in an input variable induces a change of any output variable. More specifically,
it is used to compare a set of equilibrium conditions that are related to different values of
decision variables of the policy maker and parameters not governed by his decision (i.e.,
exogenous to the model). For purposes of a comparison, comparative statics always starts
with the assumption that an initial equilibrium state exists. It then shows how a deviation in
the model – in the form of change in the value of a parameter or an exogenous variable –
alters the initial equilibrium state.

A comparative static analysis is commonly conducted in various ways. The analysis can
be designed to show the direction of change in the equilibrium state with respect to the
change in a decision variable or a parameter. For example, using an economic model, we
can design a qualitative comparative statics analysis that shows the impact of an increase
in security investment on the direction of change in the current equilibrium social welfare.
On the other hand, a researcher might be interested in the magnitude of the change in
the equilibrium state due to a given change in a parameter or an exogenous variable. For
example, we can design a comparative static analysis which measures the magnitude of
social welfare change resulting from a change in security investment as shown in ANNEX1.
It should be noted, however, that the latter analysis always embraces the former since the
direction can be obtained from the algebraic sign identified by the latter analysis [2].

Using a comparative statics analysis, many testable implications of models can be ex-
amined. The common approach to test such implications is to use simulation or regression
analysis. Simulation provides economic agents with an array of possible outcomes (and the
probabilities they will occur) in response to any choice of action. For example, in ANNEX
2 of D6.2 and [1], the authors explained how changes in a variable affects the equilibrium
state (e.g., with respect to the expected loss from an attack). Other examples can be found
in D5.1 and D5.2 which show how changes in a security investment portfolio affect the out-
comes (e.g., expected utilities or estimated attack probabilities).

Regression analysis in contrast furnishes coefficients for given input and output variables.
Examples can be found in [3]. In this study, the authors studied software vulnerabilities as
an emerging threat, and estimated the direction and the magnitude of security vulnerability
disclosure based on time-based vulnerability discovery models, see Figure 1 as an example.
They showed how a logistic-based model can be applied to predict the discovery process of
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Figure 1: Fitting Vulnerability Data Sets

Figure 2: Effect of changes in state security charges on expected loss

vulnerabilities. The study further tested the goodness-of-fit in order to measure the explana-
tory power of the model.

In the context of SECONOMICS, we use a comparative statics to characterize the strate-
gic decision and behaviour of economic agents. In detail, we use a comparative statics
method to verify the models developed in the project and get a more detailed insight on
dynamic processes of an equilibrium change for the alternation of a given variable. This
study, therefore, will not only provide a simple change in equilibrium given the alteration of
an input variable, but also disclose profound information on the whole structure of the sys-
tems. For example, in the models for regulatory structure of airport and national grid, an
extensive comparative statics analysis will be conducted to study the relationship between
different regulatory and financing systems (e.g., customized or one-size-fits-all regulations,
and centralized or decentralized financing systems) and social outcomes (For example, see
Figure 2 and the figures in ANNEX1).
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In summary, a comparative statics analysis is a powerful experimental tool, as it can
provide policy makers with better ideas on the relationships between various inputs and
outcomes. It should be, however, mentioned that, for the models based on a game theoretic
framework addressed in D6.1 and D6.2, comparative statics should be used with care since
a change in an input variable results in a feedback effect between the strategies of different
players: when an input is altered, not only does one player’s equilibrium state change in
response, but also other players’ reaction is altered as a result of a change in the former
[4].

2.1.2 Human Perspective-Driven: Workshops

The main objective of workshops as an experimental method is to capture in-depth meaning
and interpretation of the information that arithmetic formulas cannot convey. While work-
shops can employ various experimental methods, we use two experimental tools: semi-
structured interviews and focus groups. These tools are particularly known to be particularly
useful for getting in-depth knowledge and insights from the respondents.

Interviews aim at understanding a state or a phenomenon from the interviewees’ per-
spectives and at uncovering its underlying meaning from their experience and knowledge.
Even if survey-based methods might be cost- and time-effective compared to interviews,
they are only able to use closed-ended questions that might prevent a researcher from get-
ting more detailed feedback that can potentially be obtained from respondents. In contrast,
interviews allow respondents to express their opinions from their own perspectives with their
own words. Since an interview is conducted based on structured conversations designed
and controlled by an interviewer, it is particularly useful for revealing the in-depth story of in-
terviewees. In conducting a series of interviews, we use a semi-structured procedure, since
it allows an interviewer to pursue new ideas that emerge during the interview.

The other tool used in workshops is focus groups. Similarly to interviews, focus groups
can provide deeper insights into how people feel and think about a phenomenon under study.
Although interviews allow a researcher to capture detailed information from respondents,
conducting a series of interviews may be highly time-consuming and expensive. A focus
group makes it possible to overcome this issue: it can be conducted in a time-saving and
economical manner. In detail, focus groups are conducted by organizing group interviews. In
the procedure, a researcher, as a moderator, induces participants to interact with each other
and to express their experience and opinions. As a result, focus groups can capture detailed
information boosted by group interaction and non-verbal communication: by participating in
the discussions in a focus group, participants might be able to link diverse concepts and
develop collective thoughts that cannot be obtained from individual interviews.

In the context of SECONOMICS, workshops are therefore particularly suited to obtain
in-depth information from and knowledge of the participants and to link them with theoretical
models and frameworks developed by the technical WPs. While interviews and focus groups
can be conducted separately for a specific topic being explored, we integrate these two tools
into a workshop. This gives us a better chance to get both individual and group knowledge.
Particularly, in the first half phase of the project, we organized a series of small workshops
with experts to better understand the security environment in the corresponding field, and to
feed the information obtained from the interview back to technical WPs to identify appropriate
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research design. The information has been reflected to the technical deliverables (e.g., D4.2,
D5.1, and D6.1) as well as case study deliverables.

From the second half phase of the project, we started to organize workshops to evaluate
modelling approaches developed in the technical WPs. In detail, the workshops aimed at
discussing and validating the models for security decision making developed in the technical
WPs, together with obtaining various practical perspectives from stakeholders. For example,
SECONOMICS project partners presented the models and the results from the project, and
asked the participants to hold a focus group discussion for evaluating them. This made it
possible for us to have the participants’ collective views. In addition, a series of interviews
was also conducted during the workshops. It was found that there are actually diverse
views on different security issues depending on the participants’ job rank, knowledge and
experience. The participants’ views gathered in the workshops have been (and will further
be) reflected and consolidated in case study and technical deliverables (see, for example,
D1.3, D1.4, D3.3 and D3.4 as well as ANNEX1).

2.2 Quantitative Methods

2.2.1 Data/Formula-Driven: Case-Control Studies

A common obstacle in studying information ecosystems is that events of interest are rare.
While rare events such as terrorist attacks and security incidents attract substantial interest
in the fields of economics and sociology, these events might be difficult to be analysed by
a conventional statistical model since they are too sparse across time and agents. Con-
sequently, studying rare events with traditional experimental research methods might be
neither effective nor desirable. Such problems in analysing rare events occur frequently in
the security research field.

The main objective of a case-control study is to overcome the problem related to studying
rare events and provide an efficient solution to the problem. It can be defined as an investi-
gation of the association between a specific event and potentially affecting factors by taking
separate samples of event cases and of controls that have a chance of event occurrence.
While this method provides substantial efficiencies, it has not been employed frequently in
the field of security research.

The defining feature of a case-control study is that the sample is stratified on a discrete
dependent variable, not, as in conventional research practice, on one or more independent
variables. For example, in ANNEX2 and the study of vulnerability exploitation [5], UNITN
enumerated all the vulnerabilities exploited in the wild (“the cases”) during a certain period
of time, and the population at risk – all the vulnerabilities disclosed during that time period
(“the controls”). The studies then estimated the effect of vulnerability characteristics on the
risk of vulnerability exploitation in the wild.

The advantage of case-control analysis is that it would yield a valid estimate of the relative
effect of input variables on the hazard rate for event occurrence, similarly with the results that
can be obtained from a large panel data analysis. Consequently, a case-control study would
make it possible for a researcher to gain similar results at a small fraction of the time and
costs for conducting a longitudinal study.

The rarer an event is, the greater such efficiency will likely be. In the field of information
security, for example, an economist might wish to explore factors that cause organizations
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to convert to sustainable security systems by following a panel of organizations, year after
year, until a sufficient number converts to the sustainable system. These hypothetical studies
could be done relatively inexpensively and quickly using case-control designs. The feasibility
of such a study, and that of case-control studies in general, depends on how easy it is to
obtain some sort of listing of units which experienced the rare event.

Consequently, in the context of SECONOMICS, case-control design might offer economy
of effort without loss of validity, and without resort to highly specialized or unusual methods
of analysis.

2.2.2 Human Perspective-Driven: Controlled Experiment & Media Analysis

Controlled Experiment Debates on various security regulations and demands for an ap-
propriate evaluation have grown over the last years. For example, 3D body scanner and
CCTV have caused serious privacy concerns and their effectiveness has been questioned.
Furthermore, many security measures, policies and strategies implemented by an organi-
zation or mandated by a government agency have been asked whether they truly improve
the effectiveness and efficiency of the security environment. One of the viable experimental
tools for evaluating the performance of these new measures, policies and strategies is a
controlled experiment.

A controlled experiment can be defined as an assessment or a series of assessments
in which intentional alterations are made to input variables of a system so that a researcher
can identify the effects of alterations that may be detected from an outcome [6]. In detail, a
controlled experiment is conducted by researchers who control input variables in a laboratory
setting, in order to observe any change in the output variable that can be attributed to the
inputs [7]. If a researcher changes only one input with all the other inputs held constant,
he might be able to estimate the effect of changes in the input on the outcome. Using this
experimental method, a researcher can obtain a high degree of confidence that any changes
in the outcome result from the input altered by him [7]. Therefore, the main advantage of a
controlled experiment is that a researcher can manipulate the inputs being studied to analyse
the potential impacts on the outcome without any confounding effects.

For example, in the field of security and risk management, Massacci et al. [8] conducted
a controlled experiment to evaluate whether the effectiveness of the approach in modelling
requirements evolution in the aviation domain depends on the analyst’s level of knowledge
on the approach and on the domain. Other examples are the study using a Smart Grid
application scenario presented in ANNEX3 and [9]. By using a randomized block design,
the authors investigated the effect of perception of two different risk-based methods, visual
and textual, on the effectiveness of the methods.

As for the SECONOMICS project, a controlled experiment can be used in various ways.
For high-level security regulations, it can provide policy makers with a better ideas of how
newly proposed regulations can improve the overall performance of the system (WP6). For
low-level operational cases, it can give managers a clearer understanding of how well pro-
posed security procedures and measures achieve security goals (WP5).

Media Analysis This is a specialized subset of content analysis and a well-established
research methodology. It is widely used to analyse a broad range of texts from media. Media
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analysis can be defined as a technique that focuses on analyzing the contents of text, where
“‘contents’ refer to words, meanings, pictures, symbols, ideas, themes, or any message that
can be communicated and the ‘text’ is anything written, visual, or spoken that serves as a
medium for communication” [10]. The benefits of a media analysis are twofold: it provides a
deep insight both on the creative process of public opinion’s attitudes and perceptions and,
at the same time, reflects existing attitudes, perceptions and cultural patterns.

In order to conduct a media analysis, a coding method should be chosen: the coding
system provides the setting of a codebook containing a list of codes considered to be relevant
and crucial to the comprehension of the text. The choice of the text strongly influences the
results of the analysis; media forms, genre, time-frame and key-words should be carefully
selected to obtain a set of useful data that depict a realistic picture of the situation.

A media analysis can be regarded as a suitable research method for evaluating vari-
ous security mechanisms since it can unearth the actual interrelationship between security-
related issues and public attitudes towards these issues unveiled by the analysis of the
media.

In the context of SECONOMICS, a media analysis is employed by WP4 partner to exam-
ine the effect of security-related issues (i.e., 3D body scanner employment, Stuxnet incident
and CCTV camera implementation) on the general public. The main objectives of the anal-
ysis are therefore to obtain information on longitudinal changes and cultural heterogeneity
of risk perception with respect to a certain security issues from a sociological perspective,
and to gain a better knowledge on risk phenomena by investigating attitudes, perception and
behaviour of citizens.

In D4.2, extensive reviews of the literature have identified that: (1) risk perception, as well
as risk tolerance, depends on different cultural and socio-economic conditions and therefore
are strictly culturally defined; (2) varying degrees of acceptance level of security measures
are related to social context alike, changes according to cross-cultural differences and are
affected by time changes; and (3) communication on risk and security topics strongly affects
citizens’ attitude and position towards policies and political decision-makers. As a result, a
media analysis is conducted based on a cross-cultural and cross-national perspective.

The results of the analysis are fed into theoretical models and used to evaluate and
validate them. Furthermore, the results are used to: (1) identify effective channels and
patterns of communication, as well as risk perception related issues; (2) conceptualize and
assess public acceptance of security measures; and (3) elaborate recommendations for
practitioners, communication strategies between policy makers, stakeholders and citizens in
the area of security and risk (see D4.3 and D4.4).
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3. Case Study Analysis

In this section, we illustrate how the previous experimental methods can be linked with var-
ious security scenarios identified in the case study WPs. Here, this section focuses partic-
ularly on explaining specific experimental methods that are employed for analysing different
scenarios in the case studies. Furthermore, we explore how an experimental method can
be employed for studying a cross-domain issue and an emerging threat.

3.1 Grid Case Study

3.1.1 Comparative Statics

As presented in D6.1 and D6.2, NGRID has employed very complex Industrial control sys-
tems (ICS) / Supervisory Control and Data Acquisition (SCADA) systems to deal with its
systems and networks, and incorporated various standardized communication technologies
such as internet protocols and mobile networks in order to obtain high flexibility as well as
low cost operation for its networks and systems. Furthermore, various entities have started
to share corporate networks for exchanging on-going information of the normal business ac-
tivities. This implies that, while the systems and networks used today in NGRID can have
high level of interoperability, they are also likely to have high level of systematic security
risks. As a result, current NGRID systems and networks might provide attackers with a more
effective way of penetrating attacks.

In WP6, we analyse how security investment decisions across various operators lead
to changes in an attacker’s attacking intensity and how externality can be internalized by
making coordination across the operators. More specifically, in ANNEX 2 of D6.2, using
comparative statics, we illustrate various cases with different security environments, for ex-
ample, (1) where operators are unregulated and make investment decision based on the
Nash equilibrium; (2) where the policy-maker is fully informed and imposes a mandatory
investment level on the operators; and (3) where the policy-maker cannot observe opera-
tors’ shift of assets (i.e., reducing the policy-maker’s abilities) and cannot mandate security
investment any longer. The results provide detailed information on how shocks resulting in
different levels of attacking intensity cause operators’ shift of assets and why operators might
prefer an unregulated environment to a regulated environment.

3.1.2 Controlled Experiment

While there have been various proposed methods to identify and evaluate security threats
and vulnerabilities, little experimental evaluation has been conducted in practice. Further-
more, studies for experimental evaluation have been conducted by the same researchers
who have proposed the methods. As a result, security practitioners are not confident in
adopting the proposed security methods, or even criticize the effectiveness of the methods
in practice. In order to address this problem, there have been constant demands for conduct-
ing empirical evaluations to analyse which methods work better to assess security threats
and vulnerabilities and why [5].

In WP2, we intend to conduct a controlled experiment to compare and evaluate the per-
formance of different methods for risk analysis (that identifies security assets, unwanted
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incidents, threats and vulnerabilities) and treatment. For example, in ANNEX3 and [9],
UNITN and NGRID conducted controlled experiments that compare the performance of two
different classes of security methods for a Smart Grid application scenario (ranging from
security management to database security): visual methods and textual methods. The goal
of the experiment was to evaluate the effectiveness of the methods, and the participants’
perception of them. By employing and extending the similar experimental design with this
study, we will be able to identify an effective risk-based security method used or potentially
used in NGRID, and to provide decision-makers with helpful insights about the pros and cons
of different security methods for treating and mitigating security risks.

3.1.3 Media Analysis

For the NGRID case, the media analysis is centered on the Stuxnet incident, as an example
of a possible threat endangering the functionality of a critical system. Topics, issues, quota-
tions and correlation among codes are analysed for the selected topic to have insights about
how they are framed and debated in the selected media. It allows us to identify involved
actors, and to assess the discourses and justifications of security and risk appeared in the
domestic and international media.

In order to proceed with the analysis, we investigated a parameter which can be used
as a proxy for assessing the social acceptance related to security measures designed to
prevent cyber incidents, such as Stuxnet attacks. We use media salience as the parameter
reveals the degree to which common citizens are exposed to and familiar with these issues.
With respect to the topic, we investigate frequency, coverage and characterization of the
debates. Furthermore, we conducted a comparative assessment to identify cross-cultural
and cross-national differences and common points among different countries.

We designed the analysis to investigate two different aspects: the degree of social ac-
ceptance on the Stuxnet incident and the framework of the discussion itself. Therefore, we
consider the following:

• By correlating the representativeness of certain codes (salience rate) with the argu-
mentative direction used to refer to the code itself (inclination), the study identifies the
degree of social acceptance of security measures

• By examining co-occurrence among different actors, topics, argumentative strategies
and justifications, together with a cultural interpretation of the social and economic
context, the study provide relevant elements allowing depicting the framework of the
discussion itself, how it is framed and debated by the public opinion.

As a result, a media analysis on the Stuxnet incident makes it possible to evaluate the
perception of the public opinion related to cyber attacks on critical infrastructure sectors,
and to provide a comprehensive conceptualization as contribution to a suitable and usable
knowledge for decision makers and stakeholders on security risks.

3.2 Airport Case Study
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3.2.1 Comparative Statics

After 9/11 events, a large number of security regulations that require increased expenditure
have been established in the aviation industry. These regulations are often very complex
and deal with a wide spectrum of security policies and measures affecting various aspects
of the system in question. These regulations have different rules (e.g., customized and one-
size-fits-all) and financing mechanisms (e.g., centralization and decentralization).

While different European States use different financing and regulatory systems, the trade-
offs between these mechanisms have not been analysed well in the field of aviation security
research. For example, while we found various industry reports arguing that the government
should avoid setting and imposing a one-size-fits-all regulation, and try to mirror particular-
ities and characteristics of different airports in designing a security regulation, we presently
do not have much theoretical and empirical evidence supporting this argument.

Therefore, we develop a model based on political economics and conduct an experimen-
tal analysis using comparative statics. We take a fresh look at different financing and regula-
tory structures in the field of aviation security and examine their pros and cons. More specif-
ically, we develop a model with an airport network that encompasses airports with different
characteristics (e.g., sizes and externalities) and evaluate the performance of centralized
and decentralized financing, and customized and one-size-fits-all regulatory approaches,
and compare the trade-offs between these approaches.

Using comparative statics, we illustrate how the relative performance of these approaches
changes with different characteristics of the aviation network and externalities. The detailed
analysis and results are attached in ANNEX1.

3.2.2 Workshops

In order to better develop narrative scenarios and to design and evaluate the theoretical
models, a series of workshops were organized by the case study partners. In the workshops,
we conducted individual interviews and focus group discussions with stakeholders, experts
and well-informed airport security representatives at national and international levels. These
exchanges allowed us to identify and interpret the main issues in airport security, to feed
the obtained information into the models, and to evaluate the performance of the developed
models.

A series of interviews and discussions provided an alternative solution for gathering data
that is not available from traditional sources (statistical data, cross-national surveys). More-
over, given its subjective nature, these tools allow to deepen and enrich the quality of the
answers catching the personal and collective points of view of respondents that may not
always coincide with the official discourse provided by formal documents and speeches.
Furthermore, interviews and discussions guarantee a better understanding of the meanings
that different actors attribute to the context in which they live in, the motivations leading their
behavior and the social patterns they follow.

In the first phase of the SECONOMICS project, we conducted a series of individual in-
terviews and focus group discussions with stakeholders to identify the main security issues
in the aviation field. More specifically, we had the chance to speak with high level represen-
tatives of the Italian State Airports Authority (ENAV) and the main Italian airport operator,
which gave us interesting insights for reflection on the economic impacts affecting the air-
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port side regarding the implementation of different aviation security policies and regulations.
They made points in relation to the importance of establishing and supporting a security
culture involving all actors within the airport domain. It was also identified that they consider
training as a cost-efficient way to improve security. We used the results of the interviews and
discussions to design theoretical models, and further developed more detailed questions.

In the subsequent workshops, we conducted interviews and discussions in two medium-
small size airports with stakeholders and experts at different levels, and dealt mainly with
airport management issues with a reference to the national and international regulatory
structure. Data collected through the interviews and discussions were used to populate
and calibrate - in a later phase - the theoretical models, examining the existing trade-offs
between implementing security measures and costs and efficiency issues in relation with
the current regulatory setting.

Additional interviews and discussions will be conducted in order to investigate and model
the contractual relationship between airports and the outsourced service companies, with
particular attention to private security agencies. This might lead us to identifying, developing
and validating theoretical models based on the principal-agent theory, outlining the interplay
among different actors in the arena (see D6.1 for more details about principal-agent theory).

3.2.3 Media Analysis

A media analysis is applied to investigate the case study for airport security, focusing on
the implementation of a 3D body scanner in an airport. The main focus is on analyzing
the tradeoffs between security and possible restrictions on personal freedom and privacy,
as well as health and cost concerns. The analysis investigates how the proposal of intro-
ducing the 3D body scanner technology in the airport domain affects citizens’ perception on
security and risks. It allows us to understand how the topic is framed and communicated
to the general public in the selected countries with different degrees of social acceptance
on this security technology. The salience concept, moreover, is used as a relevant measure
providing insights for identifying the perception on security issues among the citizens and
passengers.

Looking into details, a discussion to introduce the 3D body scanner technology started in
the U.S., just after the failed terrorist attempt in 2009 on a flight from Amsterdam to Detroit.
From that moment, the topic became a priority in the the political agenda at an international
level. Some EU countries reacted to the events happening in the U.S. supporting and imple-
menting this technology in their airports, while other countries expressed negative opinions
mainly due to privacy and health concerns. One common tendency ties all countries: the de-
bate is led by two well defined groups such as the Transport Security Agency and politicians
strongly supporting the implementation, whereas passengers and experts arguing against
it. The main argument used to criticize the adoption of 3D body scanners is supported by
the concerns about legality, privacy and health issues, while supporting opinions are sum-
marized as the enhancement of the efficiency in the counter-terrorism security measures.

The analysis on the countries’ opinion reveals that the social acceptance of this technol-
ogy depends on several factors: countries with previous experience of national and interna-
tional terrorism are more inclined to the introduction of a 3D body scanner as they feel to be
generally more exposed to potential terrorist attacks. Furthermore, not only past experience
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but also cultural patterns and structures of thought affect the perception of risk and threat,
as well as the positive/negative inclination towards security measures applied.

3.3 Cross-Domain Applications

In the field of security, there has been a fundamental question regarding which regulatory
frameworks can produce a socially better outcome. According to our study (see, for example,
Deliverables 2.1, 2.2, 2.3 and 6.1), security regulatory frameworks that are implemented in
various industry sectors and countries are fundamentally different. These frameworks can
be broadly classified into two approaches: principles-based and rules-based approaches.

While a principles-based framework defines high-level general statements that define a
goal or objective of the entity adhering to the principle, a rules-based framework commonly
provides a wide set of compulsory instructions and requirements. As a result, it is likely that
a regulatory system based on a rules-based framework has a wide array of requirements. In
the cases of information security or cyber-security, the main constituent of a principles-based
approach is a risk-based approach (See D6.1 for more details). Risk mitigation is therefore
built into the principle.

The main advantage of a rules-based regulatory system is that it can ensure that all
parties that need to adhere to it are applying the same set of security controls, and may
even specify the details of how the controls are to be implemented. On the other hand,
a principles- or risks-based regulatory approach can have flexibility encompassing a wider
range of scenarios than a rules-based approach. Both approaches can be considered as a
“double-edged sword”: some argue that a rules-based approach is undesirable since it might
not be able to foster development and innovations in security practices and might entail a
high systematic risk. The others claim that, while a risks-based approach might ensure a low
systematic risk, it cannot guarantee the certainty of achieving a higher level of consistency
in the system.

Many evidences are likely to suggest that there has been an incremental shift along the
spectrum of principles to rules in security regulations and standards towards the direction
of more rules. We believe that this trend is due to a focus on compliance with the detail of
the requirement, which may or may not be in alignment with its spirit. However, a shift in the
opposite direction would require more attention to defining the purpose of the standard and
regulation and articulating an assurance and enforcement framework.

In order to assess the adequacy of rules- versus principles-based approaches in various
domains, a series of experimental methodologies can be applied. One example is to conduct
a comparative statics analysis in the context of the incentive structures of various agents
within a system, as explained in D6.1. If a public policy maker imposes certain behavioural
constraints on targets regarding security, a natural issue of aligning incentives, which is a
standard principal-agent problem in economics, appears. A natural question is then where
to place the specific constraints on behaviour and what regulatory framework should be used
to enforce those constraints. In a principles-based system, a set of idealized outcomes is
specified. Alternatively, if a public policy maker sets a series of rules, then these rules may
conflict with the risk targets of the agents.

A generalization from the economics literature is that the alignment of incentives tends
to favour principles-based approaches (i.e. aligning risk preferences and the inter-temporal
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substitution between short and long term risks via discount rates). However, this is not
always the case. For situations whereby incentives cannot be, or are too difficult to be,
aligned, contractual requirements with dichotomous adherence are sometimes favoured.
On the other hand, setting a penalty structure based on violations of rules does not always
result in the correct internalization of externalities at both the level of the agents and the
wider economy.

Using comparative statics, we can analyse the level at which behavioural restrictions
need to be enforced contractually and potential regulatory frameworks and policy mecha-
nisms that affect the evolution of these arrangements.

Another example for assessing the adequacy of regulatory frameworks is to use a case-
controlled experiment as shown in the study of vulnerability exploitation in ANNEX2. In the
study, the authors at UNITN evaluated the efficacy of a rule-based framework in mitigating
security risk. In detail, the U.S. federal government uses a rule-based cyber-security policy
by stipulating that software vulnerabilities marked as “high risk” by the Common Vulnerability
Scoring System (CVSS) should be fixed with high priority. In the analysis, using a case-
controlled methodology, the authors tried to identify whether a rule-based approach based
on CVSS is an effective strategy for mitigating security risks. The results found that, while a
shift towards the direction of increased rules has been witnessed in the field of information
security, a major adjustment may be require in security regulations and policies to be more
effective in mitigating security risks.

D6.3 - Report on Experimental Analysis | page 20/92



4. Future and Emerging Threats

We have witnessed that many critical infrastructure sectors have become more technolog-
ically and managerially complex and tightly linked. Most of the systems interact through
networks and form complex information ecosystems. While the high level of connectivity
and complexity might increase efficiency, it is also known to be more vulnerable. The per-
formance of the whole ecosystem is affected by the performance of each system since the
disruption of one system (e.g., due to terrorism or catastrophic natural disasters) can result
in transboundary effects on other systems. For example, many of the blackout events in U.K.
and U.S. were caused by a malfunction of one of the components. This implies that tight
linkage and complex structure of the information architectures might amplify the impact of a
small shock.

It seems therefore obvious that, while many national and supranational governmental
bodies try to avoid a failure in the critical infrastructure sectors, such failures might not be
avoidable. If they need to deal with future and emerging threats (e.g., cyberterrorism and
bioterrorisms), the problem may become even more severe since the impact of an incident
resulting from an emerging threat is characterized by high degree of uncertainty and unpre-
dictability: the known unknowns [11]1.

As a result, this section illustrates how to evaluate impacts of emerging threats and de-
velop desirable policy strategies and instruments. Addressing the problems caused by future
and emerging threats in the infrastructure sectors involves two procedures. The first is to
understand the consequences of system failures caused by these threats. As information
ecosystems become more complex, infrastructure sectors come to confront more diverse
and unpredictable risks: a disruption of one infrastructure may directly and indirectly influ-
ence other infrastructure sectors, and affect large spatial areas. Furthermore, as witnessed
from a series of Stuxnet incidents, it came out into the open that a disruption caused by an
unknown threat can result in not only financial losses but also non-pecuniary damage on
the economy and society. While it is difficult to predict what emerging and future threats to
security can actually cause impacts on the economy and society, one thing is clear: without
a reliable structure, a desirable information ecosystem cannot be realized.

The second issue is to identify a way to design a system that can improve its sustain-
ability and resilience to a shock. Since unprepared systems facing ad-hoc crises caused by
emerging threats can face drastic consequences, a public policy-maker or a security man-
ager need to design and implement security requirements or preserve resources that enable
the information ecosystem to renew and restructure itself after shocks. As a result, con-
cepts of system sustainability and resilience, which are recognized as two possible ways of
tackling the impacts after shocks are being more and more used both at a governmental
and supragovernmental level. Whereas sustainability refers to the competence that makes
the system to maintain itself within acceptable bounds of operating state despite the distur-
bance in the system, resilience refers to the capacity to restore the system to an acceptable
operating state after a shock.

As explained in D6.1, in the field of information security, many researchers have devel-
oped a model designed to interpret the dynamics of complex information ecosystems with a
shock and to increase resilience and sustainability of the ecosystem. They mostly focused

1See also http://www.cost.eu/domains_actions/isch/Actions/IS1304 for more details.
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on studying the efficiency of various systems and the time the systems require restoring to
an operating state after a shock, since having a sustainable and resilient system is a key
element for achieving a more steady-state information ecosystem that can deliver essential
functions for economy and society, particularly in times of crises. The idea of sustainability
and resilience might therefore be able to provide us with new stimuli for facing the challenges
due to emerging threats.

However, our knowledge about the systems and structures that improve resilience and
sustainability, and practical information on how a security manager and a policy-maker can
design a strategy and a policy that can cope with the challenges from emerging threats are
still rather limited. Since impacts caused by emerging and future threats might be charac-
terized by high degrees of complexity, uncertainty and unpredictability, policy-makers and
security managers are facing more dynamic and complex problems for which they need to
find economically and socially suitable answers. As a result, coping successfully with emerg-
ing threats needs more than traditional approaches.

In order to conduct an assessment on the impacts caused by emerging threats and to
compare resilience and sustainability of different system designs, sensitivity analysis can be
used [12]. In detail, sensitivity analysis is an approach to study how “sensitive” a system
is to changes in the values of the elements in the system and to changes in the system
structure. Sensitivity analysis is commonly conducted as a series of tests in which the in-
vestigator sets different values for the elements or different scenarios for the system to see
how the changes in these result in alterations in system performance. By showing how the
system behaves in response to changes, sensitivity analysis helps an investigator not only to
evaluate the system performance with a shock but also to design a sustainable and resilient
system structure (see ANNEX 2 in D6.2 as an example).

In addition, sensitivity analysis is a useful tool in figuring out system dynamics. Run-
ning an analysis with diverse values of the elements can provide an investigator with deep
insights into the behavior of a system and possible improvements in the process being mod-
eled. Sensitivity tests for highly uncertain emerging threats will therefore make it possible
for us to identify the important links between the system and parameters, and a sustainable
and resilient system structure together with optimal rules for security regulations and strate-
gies, and resource allocation. In WP6, we have designed and developed a framework for
security investment decision-making, and conducted a series of sensitivity tests by chang-
ing the values of the variables in the model as well as by making changes in premises and
assumptions of a scenario (see the annex in D6.2). We believe that, knowing the values
used in the analysis are based on some available information and heuristic choice as well as
the subjective judgments, the characteristics of sensitivity analysis can provide information
on a more realistic and reliable decision-making for providing against emerging and future
threats.
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5. Conclusions

In this deliverable, we have outlined experimental methodologies that are or could be em-
ployed for analysing models developed in technical WPs. We discuss how we can create
experimental spaces to perform qualitative and quantitative analyses, and how we can eval-
uate different security measures and rules in relevant economic systems. In detail, we in-
clude discussion of stakeholders, preferences and norms in the information ecosystem as
well as methodologies for the systemization of exploration of the space of policies for speci-
fied security architectures.

We propose to employ a wide set of experimental methods to evaluate security mech-
anisms and frameworks in sociological and economic settings, since a single experimental
method cannot explore and analyse all research frameworks and models developed in the
SECONOMICS project. We therefore focus particularly on understanding and assessing
the experimental methodologies that can complement each other. In addition, we include a
discussion of applications of experimental methods on the case studies delineating security
policies in the context of economics, law and society. It is important to note that, while we
do not explicitly include, similar experimental methods illustrated above they have been also
integrated to analyse the cases provided in WP3 (e.g., workshops and media analysis). Fur-
ther work will focus on refining the experimental frameworks, and producing a set of policy
papers based on the proposed experimental methodologies in conjunction with WPs 1, 2, 3,
4, 5 and 6.
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ANNEX1. Regulations and Security Expenditure in the Avi-

ation Network

Following the September 11 attacks, various security regulations that require increased ex-
penditures have been enacted in the aviation industry. These regulations have different
regulatory mechanisms (i.e., customized vs. one-size-fits-all) and financing rules (i.e., cen-
tralization vs. decentralization). While different countries use different financing and regula-
tory rules, the trade-off between these rules has not been studied well in the field of aviation
security research. For example, while we found various industry reports arguing that the
government should avoid setting and imposing one-size-fits-all regulation, and try to mirror
the particularities and characteristics of different airports in setting a regulation, we presently
do not have much theoretical and empirical evidence supporting this argument. Therefore, in
this study, we take a fresh look at the different financing and regulatory structures in the field
of aviation security. Particularly, a model with two airports, their security expenditures and
externality is developed. With the model, we first theoretically characterize and evaluate the
performance of centralized and decentralized financing systems, and customized and one-
size-fits-all regulatory approaches, and compare the trade-offs between these mechanisms.
We then graphically illustrate how the relative performance of these mechanisms changes
with the different characteristics of the aviation network and externality.

ANNEX1.1 Introduction

Regulators designing and implementing security regulations on airports always face difficult
problems. They believe that strong measures which may require significant investments
are essential to address the threats posed by international terrorism and to restore public
confidence in the aviation security [13]. In order to prevent and reduce security risks, they
try to develop regulatory rules that can induce the appropriate level of security expenditures
by airport operators. These might be customized rules that reflect the characteristics of
each airport or uniform rules that can be generally applied to all airports. It seems however
that these rules might not align well with the operators’ incentive since necessary action
imposed by these security rules might only favor some of the airports or might not reflect the
differences in each airport.

Accordingly, as security regulations on the aviation industry have intensively tightened
in recent years, various questions regarding the effectiveness of the regulations in reducing
security risks have arisen. For example, in the previous literature, some authors have ques-
tioned regarding the effectiveness of the reform on regulatory rules, and generally concluded
that the regulator’s passion for making regulatory rules tighter does not align well with the
interest of airport operators [14].

On the other hand, for airport operators, determining the optimal level of security invest-
ment has become a major task. After the events of September 11, 2001, security costs now
represent up to 35% of overall airport operating costs [13]. They need to decide the best
mechanism for their resource allocation in compliance with regulatory standards. For exam-
ple, airport operators want to avoid a costly security accident with minimum resources while
according with regulatory requirements. However, some authors have recently pointed out
that the optimal investment and resource allocation are likely to vary across airports (e.g.,
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[15]). Each airport might have different security preference, and would want to allocate its
resources differently from other airports.

While a fully tailored security rule might maximize social surplus, the regulator might not
be able to explore all the possible regulatory options since it will be too costly to him. Even
if he can investigate all the possible options, it would be very difficult for them to determine
the correct enforcement level due to limited information. As a result, the regulator faces
to choose a regulation, including setting the level of security expenditures and imposing
different types of security charges, based on his limited knowledge and it might result in
suboptimal outcome. Furthermore, the externality between airports might make this problem
more severe.

Our study therefore aims at addressing directly to this issue and investigating how best
the regulator can design security regulations. In detail, we consider different regulatory and
financing rules and analyze the likely consequences of such rules. As for the financing
rules, we consider how the security expenditures imposed by the government are financed:
centralized and decentralized financing systems. Regarding the regulatory rules, we take
into account different types of enforcement on airports’ security spending: customized and
uniform levels. By using the combinations of financing and regulatory rules, we investigate
whether a specific rule is appropriate for minimizing the expected losses from a terrorist’s
successful attack and derive the conditions that the rules can improve the social surplus.
We show that, without a proper combination of the rules and prudent consideration on the
characteristics of airports, the regulator might in fact generate a worse global outcome.

The questions to be addressed in this study therefore are:

1. What are the optimal security expenditures for different financing and regulatory rules?

2. How to design a rule that is close to the social optimum for airport security?

3. Is a current security rule effective for induce efficient security expenditures? Does it
incur a better global outcome than do other rules?

4. What are the impacts of different forms of security regulations on different types of
airports (e.g., big and small, hub & spoke, and point to point)?

The remainder of the study is organized as follows. As background, Section 2 reviews the
previous literature. Section 3 discusses a theoretic model that shows the optimal security
expenditures and the impact of a regulation on such expenditures. Based on the model,
Section 4 provides graphical illustration for different regulatory and financing settings. Finally,
Section 5 offers concluding remarks and further discussion.

ANNEX1.2 Literature Review

There has been a wide array of studies that investigate the pros and cons of different financ-
ing systems. Since Oates’ work on fiscal decentralization [16], many studies have tried to
explain why decentralization can be more efficient than centralization, or vice versa (e.g.,
[17, 18, 19]). The crucial feature of these studies is that the optimal financing structure
for public good provision brings about a potential tradeoff: for example, while a decentral-
ized system can enjoy the benefits from reflecting diverse preferences for public good pro-
vision, it would induce the costs since it cannot enjoy economies of scale and internalize
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spillovers. Similarly, while a centralized provision of a uniform supply of public goods might
be able to internalize spillovers, it would experience the coordination failure that causes
costs for those whose preferences are not taken into account. As a result, they concluded
that (de)centralization should only take place once the costs imposed by a (de)centralized
provision of public goods are outweighed by the benefits coming from a (de)centralized pro-
vision.

While these studies are well suited to explain the costs of (de)centralization in policy do-
mains where public goods cannot be differentiated according to the preferences of localities,
in many cases, it is possible to decide centrally on geographically differentiated levels of
public good in line with the diverse regional preferences and cultures. This opens up to re-
distribution games among regions to gather in a larger share of central spending. However,
these studies only considered public good provisions in policy domains, and assumed that
all players in the model as social welfare maximizers. While security can be considered as a
public good, the models developed in these studies cannot be directly applied to a security
study for several reasons. First, many organizations, including airports, which provide se-
curity are profit (or utility) maximizers rather than social welfare maximizers. Particularly, in
the aviation industry, as noted in [20, 21], many airports are public-owned or corporatised.
Second, the models in the previous studies has mainly focused on financing mechanisms for
public good provisions without considering regulatory systems. In this study, we therefore
expand the model developed in the previous literature and examine the effect of different
regulatory mechanisms as well as financing mechanisms in security provisions.

In the field of aviation security which is the main focus of this study, while relatively little
studies have been conducted regarding the effectiveness of particular financing and regu-
latory rules, there have been extensive industry and government reports that explain the
current financing and regulatory structures in various countries and try to offer some best
direction forward. One example is the report published by Irish Aviation Authority & Avia-
solutions [22]. The report illustrated the current status of regulatory and financing structure
related to aviation security in European countries. It provided the detailed information on how
aviation security is administered and funded in each European country. Another example is
the reports published by ACI including [23, 24]. The reports argued that one-size-fits-all
regulatory approach should be avoided since airports are affected by different factors includ-
ing size, role and needs. The reports further argued that a regulation should be sufficiently
flexible to make it possible to consider different types of airports.

However, all of these reports did not provide concrete evidence why some regulatory and
financing mechanisms are better than others and how the country uses the combination of
the regulatory and financing mechanisms to obtain a better outcome. The main contribution
of this study is therefore to provide a way to identify optimal combination of the regulatory
and financing mechanisms which can produce the best outcome under the given condition.

ANNEX1.3 The Model

In this section, a simple model is introduced with two distinct airports, indexed by i ∈ {1, 2}.
Each airport makes a particular security spending, xi , per passenger. This can be thought of
as costs for security training or maintaining security devices. When the number of passen-
gers in airport i is ni , therefore, the total security expenditures can be given as nixi . Each
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airport is characterized by a subjective security preference, ηi ; The larger is an airport’s η,
the stronger its preference for security protection.2 The parameter κ ∈ [0, 1] denotes the de-
gree of externality; security spending in one airport has externality effects on the expected
loss in the other airport. If κ = 0, the externality effect is absent: airport i is not affected
by the security condition in airport −i . The larger is κ, the larger is the externality effect. If
κ = 1, airport security is equally determined by security spending in both airports.3

It is considered that security expenditures are financed by head taxes assessed against
passengers.4 These taxes might be levied by two different ways: centralized and decentral-
ized financing systems. A decentralized system refers that security expenditures are funded
by airport charges from passengers (hereinafter referred to as “airport charges”). On the
other hand, a centralized system means that security spending is funded by the govern-
ment which charges from passengers (hereinafter referred to as “state charges”). Different
countries use different systems; countries use airport charges, state charges, or both [22].
In the case where there is only “airport charges”, the government determines the head tax
rate, p, and airport i can charge the total of pnixi from the passengers to cover some of its
security expenses. If the government uses only “state charges”, the security expenditures
are being financed by a tax charged from all passengers in both airports and shared among
the airports through a common budget, i.e., p(

∑

i nixi)/
∑

i 1. We further assume that, if the
government uses both “airport charges” and “state charges”, q portion of the security ex-
penditures is paid by “airport charges” and (1− q) portion is paid by “state charges”. In this
case, airport i ’s total charges can be denoted as qpnixi + (1− q)p(

∑

i nixi)/
∑

i 1.
The probability of a successful attack, σ̃, is assumed to be determined by security ex-

penditures per passenger xi , i.e., σ̃i(xi).
5 As is common with most of the economic models,

we presume that the function σ̃i is continuously twice differentiable. Particularly, for all xi ,
∂σ̃i/∂xi < 0 and ∂2σ̃i/∂x2

i > 0 are assumed. The notations mentioned above are summa-
rized in Table 2.

Table 2: Description of Variables

Variable Description

xi Security expenditure per passenger in airport i .

ni Number of passengers of airport i .

σ̃i Probability of a successful attack for airport i .

ηi Airport i ’s security preference.

κ The degree of security externality.

Li Airport i ’s loss from a successful attack.

p Head tax rate

q The portion of airport charges

Since there are several configurations regarding airport ownership in the aviation net-

2This preference can be regarded as attacking intensity used in [25] and [26], or vulnerability used in [27].
3In public economics, a public good with κ = 1 is referred to as a “global” public goods [18].
4To finance airport security expenditures, the airport or the national authorities can levy a tax, a fee or

a charge on airlines, passengers and cargo shippers. However, the major funder of these expenditures is
passengers [13].

5For simplicity, in this section, we limit ourselves to this parameter. Other parameters including the effec-
tiveness of a security technology can be easily included in the probability function as shown in [27].

D6.3 - Report on Experimental Analysis | page 34/92



work, we need to consider different expected loss functions that are affected by these own-
erships. We first consider the case where there are only government-owned airports (here-
inafter referred to as “public airports”). We then expand our consideration to the cases where
there are privately-owned airports (hereinafter referred to as “private airports”), and airports
with the mixed ownership (i.e., one private airport and one public airport).

In each of the following subsections, we first derive socially optimal security expenditures
for a specific airport network configuration. The socially optimal expenditures can be defined
as the outcomes that minimizes the sum of expected losses from a successful attack in
both airports. These optimal expenditures serve as criteria against which to examine the
performance of different regulatory and funding structures. While these can be obtained
from a social surplus maximizing (or social loss minimizing) function, in reality, the regulator
cannot set a regulatory rule which coincides perfectly with the solution of this function due
to cost reasons and the lack of information. Therefore, we investigate a set of solutions of
various expected functions derived from different regulatory and financing systems.

ANNEX1.3.1 Two Public Airport Case

According to the document published by European Commission [20], the majority of EU
airports are still owned by the governments. Therefore, as a starting point, we begin our
analysis by assuming the airport network with two public airports.

The Social Optimum

When there are only public airports, the socially optimal security expenditures can be iden-
tified by maximizing:

VG =
∑

i

[

Ci + nixi + T a
i + T s

i

]

(1)

where

Ci = Liηi [σ̃i + κσ̃−i ]

T a
i = qpnixi

T s
i = (1− q)p(nixi + n−ix−i)/2.

The social loss minimizing levels of security expenditures are described by the following
first-order condition:

σ̃′(x∗i ) =
−(1+p)ni

(Liηi+L
−iη−iκ)

, i ∈ 1, 2. (2)

where x∗i denotes the socially optimal level of security expenditures. It is clear from (2) that
the socially optimal security expenditures xi increases in airport i ’s losses from a successful
attack L{i ,−i}, security preference η{i ,−i} and the externality κ, and decrease in the number of
passengers ni and the head tax rate p.

Customized Imposition of Security Expenditures

We now consider a case where the government enforces different levels of security ex-
penditures on the airports. Under this type of decision making, the regulator first collects
necessary information from the different airport operators and, based on this information,
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determines the expenditure level for each airport (hereinafter referred to as a “customized

approach”). However, we assume that he has only limited information and chooses the ex-
penditure level based on each airport’s expected loss function rather than an appropriately
determined social loss function: that is, the regulator makes separate decisions on security
expenditures for each airport. This can be considered as customized imposition of security
expenditures with minimal government intervention. In this case, optimal security expendi-
ture for airport i is found by minimizing:

V c
i ,g = Ci + nixi + qpnixi + (1− q)p(nixi + n−ix−i)/2 for i ∈ 1, 2. (3)

We first consider decentralized financing. Under a decentralized financing system, secu-
rity expenditures are financed locally (i.e., q = 1). As a result, the first-order condition of (3)
can be given by:

σ̃′(xi) =
−(1+p)ni

(Liηi )
, i ∈ 1, 2. (4)

From Eq (4), it can be seen that security expenditures under decentralized financing increase
in Li and ηi , and decrease in ni and p. In contrast to the socially optimal case, the security
expenditures are independent of the externalities κ. Comparing Eq (2) with Eq (4), it can be
identified that the customized expenditure under decentralized financing the socially optimal
level in (2) when κ = 0. For κ > 0, however, decentralized financing makes airports under-
spend on security and this underspending is increasing in the extent of the externality. This
implies that, if the regulator does not consider the externality effect of security expenditures
on the airports, it makes the regulatory impose too low levels of security expenditures to the
airports.

If the government uses a centralized financing system, security expenditures are financed
through a common central budget (i.e., q = 0). The levels of security expenditures for mini-
mizing the expected losses under a centralized financing system can therefore be found by
the following first-order conditions:

σ̃′(xi) =
−(2+p)ni

2Liηi
, i ∈ 1, 2. (5)

Comparing (5) with (2), it can be identified that when the airports are identical and the
externality effect is maximal, the security expenditure in airport i is too low from the social
perspective. In contrast, when the airports are identical and the externality effect is minimal,
the security expenditure in airport i is too high from the social perspective. This implies that
there is a critical level for the externality that can make the regulator impose the socially
optimal security expenditures. As for a heterogeneous case, both airports are enforced
to overspend on security if the externality is minimal. However, the effect of a centralized
financing system becomes unclear if κ > 0.

Uniform Imposition of Security Expenditures

In order to avoid the problems caused by a customized approach, the government may want
to use a different regulatory mechanism. If the government has enough information and
resources, it might be able to identify the sum of expected losses identical to VG given in (1),
and to resolve the problem found in the customized approach.

However, since it would be very difficult and costly for the government to identify the sum
of expected losses and set the levels of security expenditures based on this, the government
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might have to use a different approach. We consider here a case where the government set
the uniform level of security expenditures for both airports. In the field of public economics, it
has been referred to as an “one-size-fits-all” approach. The objective function of the regulator
using this approach is:

V u
g =

∑

i [Liηi [σ̃ + κσ̃] + nix + qpnix + (1− q)p(nix + n−ix)/2] . (6)

Note that both centralized and decentralized financing systems have the identical objective
function in this case. Therefore, the first-order condition for both centralized and decentral-
ized financing systems can be defined as:

σ̃′(x) = −(1+p)(n1+n2)
(L1η1+L2η2)(1+κ)

. (7)

Unlike (4) and (5), the solution is now dependent on the level of the externality and equals
the socially optimal level in (2) when the airports are homogeneous. However, when the
airports are not identical, κ = 1 makes both airports 1 & 2 underspend on security. If κ < 1,
it is undeterminable whether the imposed level results in overspending or underspending.

airport 1 underspends on security if κ = 1, but Therefore, it is clear from the results that,
when the airports are identical, an “one-size-fits-all” approach dominates a “customized” ap-
proach whenever externality exists, whereas a “customized” approach with a decentralized
financing system is superior when there is no externality and the airports are heterogeneous.

ANNEX1.3.2 Two Private Airport Case

We have witnessed that the number of private airports has increased [20]. Furthermore,
even when an airport is owned by the government, it has begun to focus more on profitability
similarly with their private counterparts.6 Therefore, we also consider the case where there
are two private airports. Since the results are very similar with the two public airport case,
we limit ourselves to present the results briefly.

The Social Optimum

If an airport is privately-owned (or corporatised), it can be considered as a profit-maximizer
and regards security charges as a part of its income. Therefore, the expected loss function of
the airport has negative signs for security charges, T a

i and T s
i . The socially optimal security

expenditure for private airports can be identified by minimizing:

VP =
∑

i

[

Ci + nixi − T a
i − T s

i

]

(8)

yielding the following first-order conditions:

σ̃′(xi) =
−(1−p)ni

(Liηi+L
−iη−iκ)

, i ∈ 1, 2. (9)

Similar interpretation with (2) can be given to (9) except for the head tax rate p: the increase
in p now raises the level of security expenditure. Comparing (9) with (2), it is clear that the
socially optimal expenditure level for the private airport case is higher than that for the public
airport case.

6According to [21], in Europe, 80% of airports have been corporatised and they now operate as commercial
entities.
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Customized Imposition of Security Expenditures

A customized approach makes the regulator enforce security expenditure for each airport
separately, and the levels of security expenditure of the airports are determined by their
own expected loss functions. Therefore, optimal security expenditure for airport i under a
customized approach is found by minimizing:

V c
i ,p = Ci + nixi − qpnixi − (1− q)p(nixi + n−ix−i)/2. (10)

If the government uses a decentralized financing system, the security expenditure is fi-
nanced locally (i.e., q is set to 1). Therefore, the first-order conditions of (10) under de-
centralized financing is given by:

σ̃′(xi) =
−(1−p)ni

(Liηi )
, i ∈ 1, 2. (11)

Eq (11) implies that, no matter whether the airports are identical or not, the imposed secu-
rity expenditure levels for the airports coincide with the socially optimal expenditure levels
when there is no interdependence in security (i.e., κ = 0). However, if κ > 0, a customized
approach under decentralized financing always makes the regulator mandate security ex-
penditure lower than the socially optimal level, and the gap increases as the externality
rises.

If we assume that the government uses centralized financing (i.e., q is set to 0), the
expected loss minimizing level for security expenditure can be found by the following first-
order conditions:

σ̃′(xi) =
−(2−p)ni

2Liηi
, i ∈ 1, 2. (12)

By comparing (12) with (9), it is clear that the compulsory security expenditure based on
a customized approach always makes both airports underspend on security from a social
perspective for both identical and heterogeneous airport cases, and this underspending be-
comes more severe as the externality increases.

Furthermore, from (12) and (11), it can be identified that the customized approach with a
decentralized financing system performs better than that with a centralized financing system
regardless of homogeneity or heterogeneity of the airports.

Uniform Imposition of Security Expenditures

As in the public airport case, we analyse the case where the government uses an “one-size-
fits-all” approach. The optimal solution can be identified by minimizing:

V u
p =

∑

i [Liηi [σ̃ + κσ̃] + nix − qpnix − (1− q)p(nix + n−ix)/2] . (13)

The first-order condition for both centralized and decentralized financing systems can be
defined as:

σ̃′(x) = −(1−p)(n1+n2)
(L1η1+L2η2)(1+κ)

. (14)

The above solution implies that, if the airports are identical, an “one-size-fits-all” approach
can always impose socially optimal security expenditure regardless of the existence of inter-
dependence. As a result, an “one-size-fits-all” approach dominates a “customized” approach
when the airports are identical. If we assume that the airports are heterogeneous, airport
1 overspends and airport 2 underspends if κ = 1. However, the effect of the rule becomes
unclear if κ < 1.
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ANNEX1.3.3 One Private and One Public Airport Case

While the number of private (or corporatised) airports is increasing, they are likely to be
relatively big size airports [20]. In contrast, there are still many public airports particularly
when they are small. In this subsection, we consider a case where there are both private
and public airports in the aviation network.

The Social Optimum

As mentioned before, we assume that a public airport is a social surplus maximizer and a
private airport is a profit maximizer. Therefore, security charges T a

i and T s
i in the expected

loss functions have the opposite signs: a private airport has a negative sign for security
charges whereas a public airport has a positive sign for those. If we assume that airport
1 is privately-owned and airport 2 is publicly-owned, the social optimum can be found by
minimizing:

VPG = [C1 + n1x1 − T a
1 − T s

1 ] + [C2 + n2x2 + T a
2 + T s

2 ] (15)

yielding the following first-order conditions:

σ̃′(x1) =
−(1−qp)n1
(L1η1+L2η2κ)

σ̃′(x2) =
−(1+qp)n2

(L2η2+L1η1κ)

(16)

Eq (16) indicates that the optimal expenditure levels are now affected by the portion of the
security expenditures, q. Similar interpretation with the previous solutions can be made: the
increase in q or p raises the level of security expenditure for airport 1, whereas the increase
in such values results in the decrease in the security expenditure level for airport 2.

Imposing Different Levels of Security Expenditures

By considering two different types of airport ownerships, we now need to consider two differ-
ent expected loss functions in analyzing a customized approach. Optimal security expendi-
ture for private airport 1 and public airport 2 under a customized approach can be identified
by minimizing:

V c
1,p = C1 + n1x1 − qpn1x1 − (1− q)p(n1x1 + n2x2)/2

V c
2,g = C2 + n2x2 + qpn2x2 + (1− q)p(n2x2 + n1x1)/2

(17)

We first assume that the government uses a decentralized financing system (i.e., q = 1).
The first-order conditions for (17) under decentralized financing are given by:

σ̃′(x1) =
−(1−p)n1
(L1η1)

σ̃′(x2) =
−(1+p)n2
(L2η2)

(18)

From (16) and (18), it can be found that if the airports are homogeneous, the imposition
makes the airports spend the socially optimal levels for security if the externality effect is
zero. However, if the externality effect exists, customized imposition with decentralized fi-
nancing makes both airport underspend on security, and the underspending increases as
the externality level rises. Even for the heterogeneous airport case, the same result can be
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identified: while the regulator can impose the socially optimal expenditure levels to airports
1 and 2 if there is no externality, the imposed expenditure levels for airports 1 and 2 enforce
them to underspend on security as long as the externality exists.

If the government uses centralized financing (i.e., q = 0), the expected loss minimizing
levels for security expenditure can be found by the following first-order conditions:

σ̃′(x1) =
−(2−p)n1
2L1η1

σ̃′(x2) =
−(2+p)n2
2L2η2

(19)

The conditions implies that, for the identical airport case, this type of regulatory and financing
rules makes airport 1 overspend if κ = 0 and underspend if κ = 1. Therefore, there is
a critical level for the externality that makes the rule socially optimal. However, for airport
2, the imposition makes the airport always underspend on security and the level becomes
higher as the externality increases. If we consider the heterogeneous airport case, airport 1
is enforced to overspend on security if κ = 0, while the effect of the imposition is unclear if
κ > 0. Airport 2 in this case is always forced to overspend on security and the overspending
level increases as the externality rises.

Imposing a Uniform Level of Security Expenditure

If the government employs a “one-size-fits-all” regulation, the optimal solution can be iden-
tified by setting x = xi = x−i in (15). If should be noted that in this case the expected loss
functions for centralized and decentralized financing are not identical. The first-order condi-
tion under decentralized financing (i.e., q = 1) can be given by:

σ̃′(x) = −(n1+n2)+p(n1−n2)
(L1η1+L2η2)(1+κ)

. (20)

For the identical airport case, this type of rules makes airport 1 always underspend and
airport 2 always overspend regardless of the level of externality. If we assume that there are
heterogeneous airports, the effect of the rule becomes unclear for both airports 1 and 2.

On the other hand, the first-order condition for centralized financing (i.e., q = 0) is:

σ̃′(x) = −(n1+n2)
(L1η1+L2η2)(1+κ)

. (21)

If the airports are identical, this rule can produce the socially optimal levels of security expen-
diture for both airports 1 and 2 irrespective of the externality level. As for the heterogeneous
airport case, airport 1 is always forced to overspend on security and the level of overspend-
ing increases as the externality rises. On the other hand, airport 2 is made to underspend
on security if κ = 1, whereas the effect of the imposition cannot be determined if κ < 1.

ANNEX1.3.4 Optimal Financing and Regulatory Rules

In the previous sections, we showed that, while some combination of financing and regula-
tory structures can induce the socially optimal levels of security expenditure, others might
cause an underspending or overspending problem. These results are summarized in Tables
3 and 4. As can be seen in the tables, if there is externality, none of the solutions can induce
socially optimal outcomes. Furthermore, as the externality increases, some of the models
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start to produce the worse outcomes. As a result, to bring these financing and regulatory
structures closer to the social optimal values, the regulator might want to use the combina-
tion of these structures. For example, the regulator can use the combination of centralized
and decentralized financing systems by setting q between 0 and 1. On the other hand, he
might change a regulatory rule from a uniform approach to a customized approach, or vice
versa, with q fixed to some value.

While the relative performance of these combinations might provide socially better out-
comes, it would be difficult to theoretically compare the performance of the different com-
binations with different aviation network settings. As a result, in the following sections, we
present graphical illustration using simple functional forms with specific scenarios.

Table 3: Comparison of Optimal Security Expenditure Levels: Private or Public Airports

Customized & Customized & Uniform

Decentralized Centralized

Two

Public

Airports

Identical κ = 0: Socially opti-

mal.

κ > 0: Underspend-

ing & becomes se-

vere as κ increases

Overspending to

underspending as κ

increases

Always socially opti-

mal.

Not

Identical

κ = 0: Socially opti-

mal.

κ > 0: Underspend-

ing & becomes se-

vere as κ increases

κ = 0: Overspend-

ing. Unclear if κ > 0

κ = 1: Underspend-

ing. Unclear if κ < 1

Two

Private

Airports

Identical κ = 0: Socially opti-

mal.

κ > 0: Underspend-

ing & becomes se-

vere as κ increases

Always under-

spending

Always socially opti-

mal

Not

Identical

κ = 0: Socially opti-

mal.

κ > 0: Underspend-

ing & becomes se-

vere as κ increases

Always under-

spending

κ = 1:

Airport1: Over-

spending.

Airport2: Under-

spending.

κ < 1:

Unclear

ANNEX1.4 Graphical Illustration

While useful, the analysis in the previous sections cannot sufficiently illustrate the interaction
between the externality, regulatory rules and financing systems. For example, the analysis
cannot provide information on how the proportion of airport charges (i.e., q) affects the levels
of mandated security expenditure. Moreover, it cannot show the relative performance and
outcomes from different regulatory and financing structures. Therefore, in this section, we
explore the results in a fully specified setup. For an illustrative purpose, we use the simple
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Table 4: Comparison of Optimal Security Expenditure Levels: Mixed Airports

Customized &

Decentralized

Customized &

Centralized

Uniform &

Dencentral-

ized

Uniform &

Centralized

One

Private

and

One

Public

Airports

Identical κ = 0: So-

cially optimal.

κ > 0: Un-

derspending

& becomes

severe as κ

increases

κ = 0:

Airport 1:

Overspending

κ = 1:

Airport 1: Un-

derspending.

Airport 2:

Always un-

derspending

Airport 1:

Always un-

derspend.

Airport 2:

Always over-

spend.

Always so-

cially optimal

Not

Identical

κ = 0: So-

cially optimal.

κ > 0: Un-

derspending

& becomes

severe as κ

increases

κ = 0:

Airport 1:

Overspending

κ > 0:

Airport 1:

Unclear.

Airport 2:

Always over-

spending

Unclear (de-

pends on

p)

Airport 1:

Always over-

spending

& becomes

more se-

vere as κ

increases.

Airport2:

Underspending

if κ = 1, un-

clear if κ < 1
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functional forms of σ̃i as e−xi and ηi as (1−e−ni ). Table 5 shows optimal solutions for different
regulatory settings. It can be clearly seen that the levels are affected by p, q, ni and κ. In
the followings, we compare the relative performance of different settings by giving numerical
values to parameters for specific scenarios.

Table 5: Optimal Solutions for Different Regulatory Settings

Social Optimum

x∗(i ,g) Log

[

(1−e−ni )Li+(1−e
−n
−i )κL

−i

(1+p)ni

]

, i ∈ {1, 2}

x∗(i ,p) Log

[

(1−e−ni )Li+(1−e
−n
−i )κL

−i

(1−p)ni

]

, i ∈ {1, 2}
(

x∗(1,p), x
∗
(2,g)

)

Log

[

(1−e−n1)L1+(1−e−n2)κL2

(1−pq)n1

]

,

Log

[

(1−e−n2)L2+(1−e−n1)κL1

(1+pq)n2

]

Customized Intervention

xc
(i ,g) Log

[

2e−ni (−1+eni )Li

(2+p+pq)ni

]

, i ∈ {1, 2}

xc
(i ,p) Log

[

2e−ni (−1+eni )Li

(2−p−pq)ni

]

, i ∈ {1, 2}
(

xc
(1,p), x

c
(2,g)

)

Log

[

2e−ni (−1+eni )Li

(2−p−pq)ni

]

,Log

[

2e−ni (−1+eni )Li

(2+p+pq)ni

]

One-Size-Fits-All Intervention
(

xu
g

)

(

Log

[

(1+κ)[en2(−1+en1)L1+en1(−1+en2)L2]
(1+p)(n1+n2)

]

− n1 − n2

)

(

xu
p

)

(

Log

[

(1+κ)[en2L1+en1(L2−en2 (L1+L2))]
(−1+p)(n1+n2)

]

− n1 − n2

)

(

xu
pg

)

(

Log

[

(1+κ)(en2(−1+en1)L1+en1(−1+en2)L2)
n1−pqn1+n2+pqn2

])

ANNEX1.4.1 Value Assumptions

In order to illustrate the effect of different financing and regulatory rules, we start the analysis
by giving the likely values for the parameters so that the models developed in the previous
section can be calibrated. The assumptions for the values of the parameters will provide
numerical results which make it possible for us to compare the optimal regulatory settings
and social welfare under different conditions. Before providing any assumptions regarding
the values, it should be noted that we consider three different ownership cases in this section:
the first case considers two public airports with different sizes. We can think of this as a case
where there are one big and one medium-sized public airports operating in a country. The
second is the counterpart of the first case: two private airports with different sizes. Lastly,
the third case presumes that there are one big private airport and one medium-sized public
airport. We particularly select the third case since this is a dominant feature in the aviation
industry in Europe [21]. The assumptions we made for the values of the parameters are as
follows:

• Big private/pubic airport: We set the number of passengers ni in a big airport as 45
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million. This number comes from the calculation of average number of passengers in
the 10 biggest European airports in 2012 [28]. Regarding the loss from a successful
attack, the estimations of it were very different depending on the studies. For example,
in the studies of Jacobson and his colleagues, they used $1.4 billion [29] and $30 billion
[30]. Chow et al. [31] estimated that the loss can range from $1.4 billion up to $70.7
billion or more since a successful attack can cause not only damage on an airport
and an airplane but also loss of life, damage on infrastructure and huge undesirable
impacts on the society and economy. We conservatively set the loss to 30 billion.

• Medium-sized private/public airport: We define a medium-sized airport as a regional
(or international) airport which is used mostly by small airplanes that go to the na-
tional hubs or the international hubs. Due to the rapid growth of low-cost airlines, the
presence of this type of airports is likely to become more important. While there is
various available information on the busiest and largest airports, however, such infor-
mation cannot be found easily for medium-sized airports. Therefore, we assume that
a medium-sized airport serves 15 million passengers. Furthermore, we assume that
the loss caused by a successful attack through a small airport result in 15 billion. This
is because of the fact that damage on the economy and society in this case would be
smaller than the case when there is a successful attack on a big airport.

• Other parameter values We further assume the value of the head tax rate, p. If the
head tax rate is 1.0, it means an airport recover all of its security expenditures from
the security charges. According to [32, 33], however, it is unlikely that an airport can
recover its security expenses from the security charges. As a result, we set p to 0.9.

We believe that the changes in the parameters only affects the responsiveness of the
relationships, but not the main conclusions. Therefore, the illustrations can provide one with
general ideas on the relative performance of different regulatory and financing settings and
the relationship between the parameters and the social losses.

ANNEX1.4.2 Case 1: Different Financing Structures

As indicated in [22, 33], countries uses either airport charges or state charges, or both
charges. However, there is likely to be no clear evidence why a country selects different
charges. Therefore, we now consider a scenario that the regulator with different regulatory
mechanisms faces to determine the level of state security charges. We provide a graphical
illustration that shows whether the regulator’s attempt to increase state charges can improve
the social welfare. More specifically, we analyze the case where the regulator tries to deter-
mine the appropriate level of tax quota, q, based on the country’s regulatory approach and
the level of externality. For example, the government using a one-size-fits-all or customized
security regulation might change q in order to minimize the social loss and maximize the
social surplus that depends on its regulatory rule. Therefore, the investigation in this section
will answer the question “what would be the best q when the government uses a specific
regulatory setting?”

For our starting graphical illustration, we first assume that there are two heterogeneous
public airports. Figure 3 represents the relative performance of q with different levels of exter-
nality. Relative performance is measured by calculating the difference between aggregated
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Figure 3: Relative Performance of Two Heterogeneous Public Airports with Changing q

expected loss from a specific regulatory and financing setting and socially optimal expected
loss. For example, for a customized approach, the relative performance is calculated by:

VG(x
c
(1,g), x

c
(2,g))− VG(x

∗
(1,g), x

∗
(2,g)). (22)

From Figure 3, several interesting points can be identified. First, if the aviation network
is comprised of two heterogeneous airports and the government uses a one-size-fits-all ap-
proach, it cannot improve the regulatory performance by altering the level of q. In addition,
the performance of a one-size-fits-all approach becomes worse as the externality effect in-
creases. Second, if the government relies on a customized regulatory approach, lowering
the level of q gives a better outcome when the externality is between medium to high (i.e.,
k = 0.5 or 1), whereas raising q performs better when the externality is low (i.e., k = 0). This
implies that there might be a critical value of externality (e.g., 0 < κ < 0.5) that changes the
effect of q.

We now consider the second case where there are two heterogeneous private airports.
As can be seen in Figure 4, it can be identified that the performance of a one-size-fits-
all approach for the different levels of externality is almost identical. Furthermore, a rule
based on a one-size-fits-all approach can provide the outcome very close to the socially
optimal level of expected loss. As for the customized regulatory rules, increasing q always
results in better performance regardless of the externality levels. In addition, when q is set to
maximal, the outcomes based on customization approach to the socially optimal outcomes:
a financing system based on decentralization always performs better than centralization.

Figure 5 displays the case where the aviation network is composed of two heterogeneous
private and public airports. Similarly with the previous case for two private airports, raising
q always provides better performance for a regulation based on a customized approach: a
decentralized financing system outperforms a centralized financing system. On the other
hand, for a one-size-fits-all regulatory rule, increasing q might provide a worse outcome:
there is a specific value of q for each externality level that approaches to a socially optimal
level. If q is set to the values close to these, the social optimum can be achieved. As q
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Figure 4: Relative Performance of Two Heterogeneous Private Airports with Changing q

Figure 5: Relative Performance of Heterogeneous Private and Public Private Airports with
Changing q

diversifies from these critical values, however, the performance becomes worse. In addition,
as the externality level becomes higher, these critical q values also increase.

Table 6 summarizes the above results. It shows that if the externality is minimal and
the government uses a customized approach, the decentralized financing (i.e., q = 1) is a
dominating strategy and makes it possible to obtain a socially optimal outcome for all airport
network settings. However, as the externality increases, centralized financing dominates
in the case for two public airports whereas decentralized financing still dominates in the
other cases. For the government which relies on a uniform approach, q does not affect
the performance for the first two cases, while the different level of q can produce a socially
optimal outcome in the last case.
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Table 6: Optimal q with a Specific Regulatory Rule and κ

κ

0 0.5 1

Two Public Customized Decentralized* Centralized Centralized

Airports Uniform - - -

Two Private Customized Decentralized* Decentralized Decentralized

Airports Uniform -* - -

One Private Customized Decentralized* Decentralized Decentralized

One Public Uniform q = 0.25* q = 0.47* q = 0.61*

Note: * indicates that the setting can produce a socially optimal out-

come and - indicates q does not affect the result.

ANNEX1.4.3 Case 2: Different Regulatory Rules

Since the study conducted by Oates [16], various authors argued that one-size-fits-all regu-
lations impose significant costs on economic actors. The report published by ACI [33] also
pointed out that one-size-fits-all approaches should be avoided. Even in a series of the inter-
views we conducted with various airport operators, we noticed that some of them concerned
about these types of airport regulations. However, it is unclear whether one-size-fits-all reg-
ulations undermine security and produce a socially worse outcome, and tailored regulations
outperforms one-size-fits-all regulations. Indeed, Besley & Coate [19] indicated that, with
externality and non-identical players, the performance of uniform and customized systems
depends on the levels of externality and heterogeneity. However, their study considered not
private entities but public entities. In this subsection, we therefore explore the performance
of different regulatory structures in a setting with different financing systems.

As discussed in the previous sections, it is obvious that the effect of externality differs,
depending on which financing rule the government is using. This view introduces a new
dimension in the view of the trade-off between the performance of centralized and decen-
tralized financing mechanisms to which analysis we now turn. Here, we assume the case
where q is set to a certain level (i.e., q = {0, 0.5, 1}) and the regulator determine an ap-
propriate regulatory rule based on the externality level, k . Therefore, we aim at answering
the question: “When q is fixed to a certain level, what would be the best regulatory rule to
produce a socially desirable outcome?”

As before, we begin our discussion by considering two heterogeneous public airports.
Figure 6 presents the performance of the regulatory approaches with different levels of q and
κ. Several points should be mentioned. Similarly with the previous scenario, the outcomes
based on a one-size-fits-all approach does not depend on the level of q. If the government
uses a decentralized financing system (i.e., q = 1), a customized approach performs bet-
ter than a one-size-fits-all approach when the externality is low. However, after a certain
level of the externality, a one-size-fits-all approach starts to incur a better outcome. Similar
interpretation can be applied to the case when q equals 0.5, except the critical point for q

which makes a uniform approach outperform a customized approach is higher than the criti-
cal point with q = 1. If the government employs a centralized financing system (i.e., q = 0),
the result is opposite to the previous cases: a rule based on an uniform approach performs
better if the externality is minimal, but a rule based on customization becomes better as the
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Figure 6: Relative Performance of Two Heterogeneous Public Airports with Changing κ

Figure 7: Relative Performance of Two Heterogeneous Private Airports with Changing κ

externality rises.
If the airports are privately-owned and heterogeneous, regardless of the level of exter-

nality, the imposition of uniform security expenditure performs better than that of customized
security expenditure if q < 1 (i.e., a centralized financing system or a combination of the
financing systems). In contrast, if the government uses a decentralized financing system,
the customized imposition performs slightly better when the externality is low whereas the
uniform imposition becomes better as the externality increases (see Figure 7).

Figure 8 illustrates the relative performance of regulatory rules when there are hetero-
geneous privately-owned and government-owned airports. The figure indicates that, if the
regulator set q to 1 (i.e., decentralized financing), the customized imposition of security ex-
penditures dominates when the externality is small and the uniform imposition dominates as
the externality becomes high. If the government solely depends on a centralized financing
system, the security expenditure based on the uniform imposition always outperforms the ex-
penditure imposed by a customized approach, even if both regulatory mechanisms produce
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Figure 8: Relative Performance of Heterogeneous Private and Public Private Airports with
Changing κ

worse outcome as the externality increases. Lastly, it can be seen that, if the government
uses the combination of centralized and decentralized financing systems (i.e., q = 0.5), the
security expenditure with the uniform imposition always dominates. Moreover, as the exter-
nality increases, the uniform regulatory rule produces a socially optimal outcome whereas
the performance of the customized regulatory rule becomes worse.

Table 7 displays the summary of the results. From this table, it can be seen that, in many
cases, a rule based on a uniform approach begins to perform better than a rule based on a
customized approach as the externality increases.

ANNEX1.5 Conclusion

This study showed how different policy structures lead to different levels of security expen-
ditures and expected losses with various industry settings. We identified that some financ-
ing and regulatory mechanisms can result in overspending on security, whereas with other
mechanisms security spending might be too low. As shown in Table 8, we found that if the
externality is low, the mix of decentralized financing and customized regulation can always
produce a better outcome regardless of the industry settings. However, this result does
not hold as the externality increases. Particularly, unlike the argument of researchers and
practitioners that a customized regulation might perform better than a uniform regulation, we
identified that a customized regulation might sometimes produce a worse outcome than a
uniform regulation. For example, as shown in Table 8, while a customized regulation with
two public airport case can produce the best outcome with an appropriate financing mecha-
nisms, the other cases indicate that a customized regulation can produce the best outcome
only when the externality is minimal. Since the other cases are more realistic aviation net-
work settings, we believe that the regulator might be able to obtain a socially desirable out-
come by developing a well-designed uniform regulation when the aviation network has high
externality.
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Table 7: Optimal Rules with Specific q and κ

κ

0 0.5 1

Two Centralized Uniform Customized* Customized*

Public q Combined Customized Customized Uniform

Airports Decentralized Customized* Uniform Uniform

Two Centralized Uniform Uniform* Uniform*

Private q Combined Uniform Uniform* Uniform*

Airports Decentralized Customized* Uniform* Uniform*

Private Centralized Uniform Uniform Uniform

& Public q Combined Uniform Uniform* Uniform*

Airports Decentralized Customized* Customized Uniform

Note: * indicates the setting that can produce the best outcome with the specific

level of the externality. For example, in the two public airport case, a rule based

on the decentralized financing and customized regulatory mechanism can produce

the best outcome if κ = 0.

Table 8: Optimal Financing and Regulatory Rules with Different Network Settings

κ

Low Moderate High

Two Public Airports Decentralized &

Customized

Centralized & Cus-

tomized

Centralized & Cus-

tomized

Two Private Airports Decentralized &

Customized

Any & Uniform Any & Uniform

Public & Private Air-

ports

Decentralized &

Customized

Combined & Uni-

form

Combined & Uni-

form

Note: “Any” indicates that a financing system does not affect the overall perfor-

mance.
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The results also provided further implications. While the results from the theoretical base
model with two public airport case showed that either centralized or decentralized financing
mechanism can induce a better outcome, the results from the more realistic models indicated
that combined financing mechanism might produce a better outcome than relying sorely on
either centralized or decentralized financing mechanism.

Taken these results together, we might be able to conclude that the determination of
optimal financing and regulatory rules should be based on the level of the externality and the
aviation network setting.

We need to mention that much is left to be done. First of all, our future analysis will be
extended by incorporate “strategic delegation” by the regulator [18]. Several scholars have
argued that the regulator sometimes has an incentive to misrepresent his policy preference
[18, 19]. For example, in the course of interviews supported by SECONOMICS project, we
identified that, in setting regulatory rules for airport security, many of them are led and dis-
torted by only opinions from big and dominant airports rather than reflect the opinions and
perspectives of all airports. In this case, the regulator might set the security expenditure
based on the expected losses of the dominant airports, and the other airports are forced
to spend the security expenditure that only benefits these dominant airports. This analysis
may add to our understanding of how the strategic delegation affects policy outcomes. An-
other interesting extension of the model would be to allow expenditures for different security
measures. This seems particularly relevant in the light of the mandatory expenditures for
different security measures.

Our analysis has shed light on problems that arise with determining an optimal security
rule, an issue that has become more important over time. While there has been a wide array
of discussions about optimal security rules in the aviation industry, there has been a lack of
research efforts in conducting rigorous theoretical investigation for this matter. We believe
that our model is well placed to explain the efficiencies and inefficiencies of various security
rules with different settings for the aviation network, and to resolve the misconception of
researchers and practitioners that a customized rule is the key to everything.

ANNEX2. Risk-based vs. Rule-based Approaches in Infor-

mation Security

(U.S) Rule-based policies to mitigate software risk suggest using the CVSS score to mea-
sure the risk of an individual vulnerability and “act” accordingly. A key issue is whether the
“danger” score does actually match the risk of exploitation in the wild, and if and how such
score can be improved.

To address this question we propose to use a case-control study methodology similar
to the procedure used to link lung cancer and smoking in the 1950s. A case-control study
allows the researcher to draw conclusions on the relation between some risk factor (e.g.
smoking) and an effect (e.g. cancer) by looking backward at the cases (e.g. patients) and
comparing them with controls (e.g. randomly selected patients with similar characteristics).
The methodology allows to quantify (statistically) the risk reduction achievable by acting on
the risk factor.

We illustrate the methodology by using publicly available data on vulnerabilities, exploits
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and exploits in the wild to (1) evaluate the performances of the current risk factor in the
industry, the CVSS base score; (2) determine whether it can be improved by considering
additional factors such the existence of a proof-of-concept exploit, or of an exploit in the
black markets. In this example our analysis shows that (a) fixing a vulnerability just because
it was assigned a high CVSS score only yields negligible risk reduction; (b) the additional
existence of proof of concept exploits yields a relevant risk reduction; (c) fixing in response
to exploit presence in black markets yields the largest risk reduction.

ANNEX2.1 Introduction

Software security configuration managers (e.g. Tripwire Enterprise, HP SCAP Scanner,
QualysGuard FDCC Module, Rapid 7 Nexpose) usually rely on the National (US) Vulnera-
bility Database7 (NVD for short). Each vulnerability is reported alongside a “technical as-
sessment” given by the Common Vulnerability Scoring System8 (CVSS), which evaluates
different technical aspects of the vulnerability [34].

Despite not being designed to be a metric for risk, the CVSS score is often used as
such. For example, the US Federal government with QTA0-08-HC-B-0003 reference notice
requires all IT products for the US Government to manage and assess the security of IT con-
figurations with the NIST certified S-CAP protocol [35], which explicitly says: “Organizations

should use CVSS base scores to assist in prioritizing the remediation of known security-

related software flaws based on the relative severity of the flaws.”. Another notable example
is PCI DSS, the standard for security of credit card data, that states a similar rule: “Risk

rankings should be based on industry best practices. For example, criteria for ranking High

risk vulnerabilities may include a CVSS base score of 4.0 or above [..].” [36]. As a result,
using the CVSS (base) score as-is to identify “high risk” vulnerabilities that must be fixed
with the highest priority has become common practice in industry. However, at the present
moment, no scientifically sound method is available to assess the effectiveness of those “risk
metrics” to actually correlate with attacks in the wild. The absence of a sound methodology
to treat the data at hand is also reflected by the variety of different approaches employed by
security assessment tools such as those of Rapid7, Symantec, Qualys etc. Each assess-
ment tool available on the market supplement it with different information and combine those
with different functions.

In order to address this unsatisfactory state of practice we need to address the following
questions:

1. Do we have a methodology to assess the actual risk reduction that acting on a risk

factor would entail?

2. Can we use the methodology to assess whether the CVSS base score is suitable in

identifying high risk vulnerabilities?

3. If not, how can it be improved by considering other risk factors?

7http://nvd.nist.gov
8http://www.first.org/cvss
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Amajor problem to answer these questions is the nature of the data at hand. Vulnerability-
database information is rife with problems and its use to classify risks of exploit is often inap-
propriate (see e.g [37, 38, 39] as some examples). An egregious example is present in [38]
where a large majority of “exploits” are reported as zero-days9 by subtracting two dates in
the database. Unfortunately, the exploit time reported in databases such as OSVDB (Open
Sourced Vulnerability Data Base10) only measures the time when a proof-of-concept exploit
becomes known. Security researchers normally submit proof-of-concept exploits to vendors
and vulnerability white markets in order to prove that the vulnerability is worth the bounty [40]:
the zero-gap between exploit and vulnerability disclosure date is created by the disclosure
reporting process! Timing data on vulnerabilities is often unreliable as well; quoting from
[41], “[using NVD] the computation of patch times and exploit times would contain errors of

unknown size”. A major problem is therefore to identify a methodology and data sources that
can correctly find and use data of actual exploitation (whether attempted or successful).

A positive example, is the paper by Bozorgi et al. [42] who have tried to use CVSS data to
predict exploitation. Their results showed that the Exploitability CVSS subscore distribution
does not correlate well with existence of known exploits from the ExploitDB. There are two
ways to interpret this result (possibly both correct): the exploitability of CVSS is the wrong
metric, or Bozorgi and his co-authors used the wrong DB to measure exploits. ExploitDB
could be just used by security researchers to show off their skills (and obtain more contracts
as penetration testers) but might not have a correlation with actual attacks by hackers.

To address these problems, in this paper we:

1. Introduce the case-control study as a fully-replicable methodology to soundly analyze
vulnerability and exploit data;

2. Check the suitability of the current use of the CVSS score as a risk metric by comparing
it against actual exploits recorded in the wild and by performing a break-down analysis
of its characteristics and values

3. We use our case-control study methodology to show how one can improve the current
practice of "Base CVSS" by considering other risk factors and quantitatively assess
their performance in terms of risk reduction. The risk factors considered in our study
are:

(a) The CVSS base score as reported by the National Vulnerability Database.

(b) Existence of a public proof-of-concept exploit.

(c) Existence of an exploit traded in the cybercrime black markets.

Any other risk factors, like software popularity, CVSS subscores, or other measurable
values may be considered when replicating our methodology.

We stress our presentation on the reproducibility of our methodology and the possibility
to integrate it into any practical scenario. To this aim we provide (1) within this manuscript

9A zero-day exploit is present when the exploit is reported before or on the date that the vulnerability is
disclosed.

10http://osvdb.org
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an exhaustive description of the methodology and of the rational behind our decisions; (2)
making available our datasets for replication or comparative purposes.

In the rest of the paper we introduce our four datasets. An overview of the datasets il-
lustrating the problem is then presented. We then draw a first, observational analysis of the
performance of current practices by analysing the CVSS Impact and Exploitability submet-
rics. In the core of the paper we perform a randomized case-control analysis, and discuss
our observations from the findings and threats to validity. We finally review related work and
conclude.

ANNEX2.2 Datasets

We base our analysis on four datasets:

• NVD (National Vulnerability Database): the “universe” of vulnerabilities. NVD is the
reference database for disclosed vulnerabilities held by NIST. It has been widely used
and analyzed in previous vulnerability studies [43, 38, 44]. Our copy of the NVD dataset
contains data on 49599 vulnerabilities reported until June 2012.

• EDB (Exploit-db11): proof-of-concept exploits. EDB includes information on proof-of-
concept exploits and references the respective CVE. Our EDB copy contains data on
8122 proof-of-concept exploits and affected CVEs.

• EKITS: black-marketed exploits. EKITS is our dataset of vulnerabilities bundled in
Exploit Kits. Exploit Kits are malicious web sites that the attacker deploys on some
public webserver he/she controls. Their purpose is to attack and infect systems that
connect to them. For further details refer to [45, 46]. EKITS is based on Contagio’s
Exploit Pack Table12 and, at the time of writing, represents a substantial expansion over
it in terms of reported exploit kits. EKITS reports exploits for 103 unique CVEs bundled
in 90+ exploit kits. A sample of notable names of those are: Elenonore, Blackhole,

Crimepack, Fragus, Sakura, Icepack.

• SYM: vulnerabilities exploited in the wild. SYM reports vulnerabilities that have been
exploited in the wild as documented in Symantec’s AttackSignature13 and ThreatEx-
plorer14 public datasets. SYM contains 1277 CVEs identified in viruses (local threats)
and remote attacks (network threats) by Symantec’s commercial products. This has of
course some limitation as direct attacks by individual motivated hackers against spe-
cific companies are not considered in this metric. The SYM dataset can be seen as an
“index” of the wider WINE dataset [47] where actual volumes of attacks are reported.
We do not use it here as we are trying to characterize a worst case scenario where
“one exploit is too many”. We are currently using the full WINE information to help
improving the CVSS v3 upcoming standard.

11http://www.exploit-db.com/
12http://contagiodump.blogspot.it/2010/06/overview-of-exploit-packs-update.html
13http://www.symantec.com/security_response/attacksignatures/
14http://www.symantec.com/security_response/threatexplorer/
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Table 9: Summary of our datasets

DB Content Collection
method

#Entries

NVD CVEs XML parsing 49599

EDB Publicly
exploited
CVEs

Download and
web parsing to
correlate with
CVEs

8122

SYM CVEs
exploited
in the wild

Web parsing to
correlate with
CVEs

1277

EKITS CVEs in
the black
market

ad-hoc analysis
+ Contagio’s
Exploit table

103

Table 9 summarizes the content of each dataset and the collection methodology. All
datasets used in this study are available to the community upon request15.

ANNEX2.2.1 A coarse-grained overview of the datasets

We report in Figure 9 the histogram distribution of the CVSS base scores. Three clusters of
vulnerabilities are visually identifiable throughout our datasets:

1. HIGH: CVSS ≥ 9

2. MEDIUM: 6 ≤ CVSS < 9

3. LOW: CVSS < 6

The role of the CVSS score is, in the context of our analysis, to discern dangerous vul-
nerabilities from non-dangerous ones. Therefore an important analysis at this stage is to
understand the overlap between the datasets, in order to grasp whether they and the CVSS
score are capturing the same phenomenon.

In Figure 10 we report a Venn diagram of our datasets. Area size is proportional to the
number of vulnerabilities that belong to it; the color is an indication of the CVSS score. Red,
orange and cyan areas represent HIGH, MEDIUM and LOW score vulnerabilities respec-
tively. NVD reports a large number of HIGH CVSS vulnerabilities that are not included in
SYM. Similarly, while most of the intersection between EDB and SYM is covered by HIGH
score CVEs, much of the red area for EDB is not included in SYM. A similar conclusion can
be drawn for MEDIUM score vulnerabilities. This map gives a first intuition of the problem
one may encounter by using the CVSS base score as a metric for risk of exploitation: much
of the “red area” is located outside of SYM (false positives), while within SYM about half the
vulnerabilities are of LOW or MEDIUM score (false negatives).

Table 10 reports the likelihood of a vulnerability being in SYM if it is contained in one of
our datasets.

15http://securitylab.disi.unitn.it/doku.php?id=datasets
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Figure 9: Distribution of CVSS scores per dataset.

Table 10: A (potentially erroneous) conditional probability of vulnerability being a threat

vuln in SYM vuln not in SYM

EKITS 75.73% 24.27%
EDB 4.81% 95.19%
NVD 2.57% 97.43%

Note: Conditional probability that a vulnerability v is listed by
Symantec as threat knowing that it is contained in a dataset, i.e.
P(v ∈ SYM | v ∈ dataset). This is a rushing computation be-
cause datasets might be constructed with different criteria.

A rushing conclusion might be that, if one sees a vulnerability affecting his/her software
in the black market, there is roughly a 75% chance that it is exploited in the wild. For NVD
and EDB the likelihood would be measured to be less than 5%. However, this conclusion
can be grossly incorrect. For example SYM might report only vulnerabilities of interest to
Symantec’s costumers. Suppose they mostly use Windows; then all Linux vulnerabilities
listed in EDB would not be mentioned in SYM not because they are not exploited in the wild,
but simply because they are not interesting for Symantec. Another possible example might
be that Symantec only focuses on vulnerabilities exploited over the network while NVD might
report also lots of vulnerabilities exploitable by social engineering. We would have in other
words a “selection bias” problem. In order to offer more scientifically sound conclusions we
need to (a) better understand the internals of the CVSS base score (which we do in the next
subsection) and (b) propose a methodology to make sure we are comparing apples with
apples (which we do in the case-control methodology section).
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Dimensions are proportional to data size. In red vulnerabilities with CVSS≥9 score. Medium score vulnerabil-

ities are orange, and cyan represents vulnerability with CVSS lower than 6. The two small rectangles outside

of NVDspace are vulnerabilities whose CVEs were not present in NVD at the time of sampling.

Figure 10: Relative Map of vulnerabilities per dataset

ANNEX2.3 CVSS score breakdown

The Common Vulnerability Scoring System identifies three scores: the base score, the tem-

poral score, and the environmental score [34]. The base score identifies “fundamental char-
acteristics of a vulnerability that are constant over time and user environments”; the temporal
score considers assessments like existence of a patch for the vulnerability, or the presence
of an exploit in the wild; the environmental score considers further assessments tailored
around the particular system implementation in which the vulnerability is present. However,
of the three only the base score is identified, by standards and best practices alike, as the
metric to rely upon for vulnerability management [48, 35]. The base score is also the only
one commonly available in vulnerability bulletins and public datasets. We will therefore follow
these guidelines and use the base score as a factor of risk.

The CVSS base score is computed as a product of two submetrics: the Impact submetric
and the Exploitability submetric. The CVSS base score CVSSb assumes therefore the form:

CVSSb = Impact × Exploitability (23)

which closely recalls the traditional definition of risk as “impact × likelihood”. The Impact
submetric is an assessment of the impact the exploitation of the vulnerability has on the sys-
tem. The Exploitability subscore is defined by factors such as the difficulty of the exploitation
and reachability of the vulnerability (e.g. from the network or physical access only). For this
reason it can be interpreted as a measure of “likelihood of exploit” [42], even if it not defined
as such.
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Table 11: Possible values for the Exploitability and Impact subscores.

Impact subscore

Confidentiality Integrity Availability

Undefined Undefined Undefined
None None None
Partial Partial Partial

Complete Complete Complete

Exploitability subscore

Access Vector Access complexity Authentication

Undefined Undefined Undefined
Local High Multiple

Adjacent Net. Medium Single
Network Low None

ANNEX2.3.1 The Impact and Exploitability Subscores

The Impact and Exploitability subscores are calculated on the basis of additional variables,
reported in Table 11. The Impact submetric is identified by three separate assessments on
the Confidentiality, Integrity and Availability impacts on a victim system This triple will be
identified as the “CIA” impact in this manuscript. Each variable can assume three values:
Complete (C), Partial (P), None (N).

The Exploitability submetric is as well identified by three variables:

• Access Vector gives information on the accessibility of the vulnerability by distinguish-
ing the case when the attacker can exploit it remotely from the Network, (N); from an
Adjacent Network (A); by Locally (L) accessing the vulnerable component.

• Access Complexity provides information on the difficulty the attacker may encounter
in recreating the conditions for the vulnerability to be exploited. This assessment can
assume three values: High (H), Medium (M), or Low (L).

• Authentication represents the number of steps of authentication the attacker has to go
through to trigger the vulnerability. The levels of the assessment can be: None (N),
Single (S), Multiple (M).

Table 11 reports a summary of the CVSS base score’s variables and respective possible
values.

ANNEX2.3.2 Breakdown of the Impact subscore

The histogram distribution of the Impact subscore is depicted in Figure 11. By looking at all
vulnerabilities (NVD), it is apparent how the subscore does not assume all possible values,
and as a result the subscore distribution has gaps below score 2, between 3 and 6, and
between 7 and 9. Still, the Impact subscore shows some variability throughout all datasets.
In EDB scores between 6 and 7 characterize the great majority of vulnerabilities. This dis-
tribution may be an effect of the nature of the dataset: EDB features proof-of-concepts for
vulnerabilities discovered by security researchers, likely with the intent of selling them to
the software vendors; lower score vulnerabilities may be of too little value to be worth the
bounty [40]; medium-score ones may instead represent the “low-hanging fruits” that maxi-
mize the researchers’ return-on-investment.

The majority of vulnerabilities in SYM and EKITS have a high Impact subscore; unsur-
prisingly, vulnerabilities exploited in real attacks in the wild tend to yield a higher Impact
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The histogram on the left represents the frequency distribution of CVSS Impact values among the datasets.

The boxplot on the right reports the distribution of values around the median (represented by a thick horizontal

line). Outliers are represented by dots.

Figure 11: Histogram and boxplot of CVSS Impact subscores per dataset.

on the system victim of the attack than the average vulnerability. Vulnerabilities bundled in
exploit kits also tend to have a higher impact than the average vulnerability; this is again
unsurprising as the whole purpose of an exploit kit is to “drop” malware on the victim system
and executing it (i.e. the vulnerability should allow for arbitrary code execution). About 20%
of the vulnerabilities in SYM have an impact score lower than 6.

The different distribution of the CVSS Impact subscore among the datasets is apparent
in the boxplot reported in Figure 11. NVD results distributed in the whole range [0..10], with
median just above 6 (6.4). The distribution of impact values in EDB is highly dense around
the median (6.4). The distribution of the Impact subscore for SYM and EKITS are clearly
different from the other two datasets; their median impact score of 10 is also significantly
higher than those of NVD and EDB.

To explain the gaps in the histogram in Figure 11, we drilled down the distribution of
Impact subscores throughout our datasets. To simplify discussion, in Table 12 we report the
incidence of the existing values for the CIA assessments in NVD only. It is immediate to see
that only few values are actually used. For example there is only one vulnerability whose
CIA impact is “PCP” (i.e. partial impact on confidentiality, complete on integrity and partial
on availability).

Availability almost always assumes the same value of Integrity, apart from the case where
there is no impact on Confidentiality, and looks therefore of limited importance for a descrip-
tive discussion.

For the sake of readability, we therefore exclude the Availability assessment from the
analysis, and proceed by looking at the two remaining Impact variables in the four datasets.
This analysis is reported in Table 13. Even with this aggregation on place many possible
values of the CIA assessment result unused. “PP” vulnerabilities characterize the majority
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Table 12: Incidence of values of CIA triad within NVD.

Confidentiality Integrity Availability Absolute no. Incidence

C C C 9972 20%
C C P 0 -
C C N 43 <1%
C P C 2 <1%
C P P 13 <1%
C P N 3 <1%
C N C 15 <1%
C N P 2 <1%
C N N 417 1%

P C C 5 <1%
P C P 1 <1%
P C N 0 -

P P C 22 -
P P P 17550 35%
P P N 1196 2%

P N C 9 <1%
P N P 110 <1%
P N N 5147 10%

N C C 64 <1%
N C P 1 <1%
N C N 43 <1%
N P C 17 <1%
N P P 465 1%
N P N 7714 16%

N N C 1769 4%
N N P 5003 10%
N N N 16 <1%

Table 13: Combinations of Confidentiality and Integrity values per dataset.

Confidentiality Integrity SYM EKITS EDB NVD

C C 51.61% 74.76% 18.11% 20.20%
C P 0.00% 0.00% 0.02% 0.04%
C N 0.31% 0.97% 0.71% 0.87%

P C 0.00% 0.00% 0.01% 0.01%
P P 27.80% 16.50% 63.52% 37.83%
P N 7.83% 0.97% 5.61% 10.62%

N C 0.23% 0.00% 0.18% 0.22%
N P 4.39% 2.91% 5.07% 16.52%
N N 7.83% 3.88% 6.75% 13.69%
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Figure 12: Distribution of CVSS Exploitability subscores.

of disclosed vulnerabilities (NVD) and vulnerabilities with a proof-of-concept exploit (EDB).
This observation changes completely when looking at the SYM and EKITS datasets, for
which most vulnerabilities ( 50%, 75%) score “CC”. This shift alone can be considered
responsible for the different distribution of scores depicted in Figure 11.

Observation

The “gaps” in the impact score distribution visible in the histogram are explained by the
negligible influence of the Availability assessment on the overall score, and by the observed
little variance in the values assumed by Confidentiality and Integrity. Two out of 27 CIA
configuration (“CC*” and “PP*”) describe almost 60% of the assessments.

ANNEX2.3.3 Breakdown of the Exploitability subscore

Figure 12 shows the distribution of the Exploitability subscore for each dataset. The Ex-
ploitability score shows little variability among the datasets. Almost all vulnerabilities score
between 8 and 10, and from the boxplot it is evident that the distribution of exploitability
subscores is indistinguishable among the datasets.

Bozorgi et al. [42] did not find any correlation between Exploitability subscore and exis-
tence of a proof-of-concept exploit in EDB; we confirm their conclusion by finding no relation
between the Exploitability score and actual exploitation in the wild : the CVSS Exploitability
subscore resembles more a constant than a variable: everything is exploitable. This means
that it has little to no influence on the variance of the final CVSS score, which may in turn
affect the suitability of the CVSS as a risk metric.

If we drill down the Exploitability subscores we find that most vulnerabilities do not require
any authentication (Authentication = (N)one, 95%), and most are accessible from remote
(Access Vector = (N)etwork, 87%). This observation is even more extreme in datasets other
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Table 14: Exploitability Subfactors for each dataset.

metric value SYM EKITS EDB NVD

9*Exploitability 3*Acc. Vec. local 2.98% 0% 4.57% 13.07%
adj. 0.23% 0% 0.12% 0.35%
net 96.79% 100% 95.31% 86.58%

3*Acc. Com. high 4.23% 4.85% 3.37% 4.70%
medium 38.53% 63.11% 25.49% 30.17%
low 57.24% 32.04% 71.14% 65.13%

3*Auth. multiple 0% 0% 0.02% 0.05%
single 3.92% 0.97% 3.71% 5.30%
none 96.08% 99.03% 96.27% 94.65%

than NVD, that we show in Table 14.

Observation

The Exploitability subscore’s low variability depicted in Figure 12 is explained by (1) Au-
thentication being set essentially to one value only; (2) Access Complexity having only two
possible values (“Local”, “Network”) with an overwhelming prevalence of the latter. Thus Ex-
ploitability is essentially a constant and therefore cannot predict exploits as indeed observed
by [42].

To assess how these characteristics of the CVSS assessment affect the use of the score
as a risk metric, we now introduce our case-control study.

ANNEX2.4 Randomized case-control study

Randomized case-control studies are often set up in the medical domain to assess the ef-
fectiveness of a medical test or of a medical treatment. In some cases it is not feasible
for practical and foremost ethical consideration to perform a classical randomized controlled
experiment (e.g. asking random subjects to start smoking in order to see whether they die
of cancer). An alternative solution is to perform a retrospective analysis in which the cases

(people with a known illness) are compared with a random population of controls (randomly
selected patients with the same characteristics). A famous application of the methodology is
the 1950 study by [49], where the authors showed the correlation between smoking habits
and the presence or absence of cancer of the lungs by performing a case-control study with
data on hospitalization. Since we can not ask users to stay vulnerable and get their bank
accounts emptied, a case-control study looks the appropriate instrument to evaluate risk
factors for vulnerability exploitation.

We will use this methodology to assess whether the CVSS score can be a good predictor
for vulnerability exploitation, or whether it can be improved by additional information.

We start by giving the reader some terminology:

• Cases. The cases of a control study are the subjects that present the observed effect.
For example, in the medical domain the cases could be the “patients” whose status
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has been ascertain to be “sick”. In a computer security scenario, a “case” could be a
vulnerability that has been exploited in the wild.

• Explanatory variable or risk factor. A risk factor is an effect that can explain the pres-
ence (or increase in likelihood) of the illness (or attack). For cancer it is smoking habits.
We use the CVSS score of the vulnerability as well as other information such as exis-
tence of proof of concept exploits, or presence in kits traded in black-markets. Another
possibility (not investigated here) could be to use some of the CVSS subscores.

• Confounding variables can be other variables that may be alternative explanations of
the effect, or correlate with its observation. For example, patient age or sex may be
confounding factors for some types of cancer. In our case the existence of an exploit
in SYM may depend on factors such as the type of vulnerability, its time of disclosure
and the affected software.

• Control group. A control group is a group of subjects chosen at random from a popu-
lation with similar characteristics (e.g. age, social status, location) to the cases. In the
original formulation of case-control study, the control group was composed of healthy
people only. With that application of the case-control study we can only ascertain
whether the observed effect (e.g. cancer of the lung) is related to a particular risk
factor (e.g. smoking habits) by a greater or lower degree than to other confounding
variables (e.g. living in polluted cities). We relax this condition and leave open the
(random) chance that cases get included in the control group. This relaxation allows
us to perform additional computations on our samples (namely CVSS sensitivity, speci-
ficity and risk reduction). This, however, introduces (random) noise in the generated
data. To address this issue, we perform the analysis with bootstrapping.

• Bootstrapping. Bootstrapping is a technique that allows us to derive sound conclusions
from the data by re-sampling multiple times, with repetition, from the same data. This
mitigates the effects, in the final analysis, of a random observation showing up in an
iteration.

In our case-control study the cases are the vulnerabilities in SYM (loosely corresponding
to cases of lung cancer); we consider as risk factors (1) the CVSS level; (2) the existence of a
Proof-of-Concept exploit (EDB); (3) the presence of an exploit in the black markets (EKITS).

Confounding variables Deciding which confounding factors to include in a case-control
study is usually left to the intuition and experience of the researcher [49]. Because SYM is
the “critical point” of our study (as it reports our cancer patients), we consulted with Symantec
to decide which factors to consider as confounding. While this list can not be considered
an exhaustive one, we believe the variables we identify in the following capture the most
important aspects of the inclusion of the vulnerability in SYM. More details on this process
are discussed in the Threats to Validity Section.

• Software. Symantec is a security market leader and provides a variety of security so-
lutions but its largest market share is in the consumer market. In particular, the data in

D6.3 - Report on Experimental Analysis | page 63/92



SYM is referenced to the malware and attack signatures included in commercial prod-
ucts that are often installed on “consumer” machines. These are typically Microsoft
Windows machines running commodity software like Microsoft Office and internet plu-
gins like Adobe Flash or Oracle Java [50]. Unix software is also included in SYM.
However we do not consider this sample to be representative of Unix exploited vulner-
abilities. Because of this selection problem, SYM may represent only a subset of all
the software reported in NVD or EDB or EKITS. We therefore consider “software” to be
a confounding variable to the presence of the vulnerability in SYM.

• Year. Symantec’s commitment in reporting exploited CVEs may be influenced by time
as well. From a detailed conversation with Symantec, the inclusion of a CVE in an
attack signature is an effort on Symantec’s side aimed at enhancing the usefulness of
their datasets. Specifically, Symantec recently opened a data sharing program called
WINE whose aim is to share attack data with security researchers [47]. The data
included in the WINE dataset spans from 2009 to the present date. Given the explicit
sharing nature of their WINE program, we consider vulnerabilities disclosed after 2009
to be better represented in SYM. We therefore consider only those in our study.

• Impact type. Our analysis showed that some CIA types are more common in SYM than
elsewhere (e.g. CIA=“CCC”). An explanation for this may be that attackers contrasted
by Symantec may prefer to attack vulnerabilities that allow them to execute arbitrary
code rather than ones that enables them to get only a partial access on the file sys-
tem. We therefore also control for the CVSS Confidentiality, Integrity and Availability
assessments.

ANNEX2.4.1 Experiment run

We divide our experiment in two parts: sampling and execution. In the former we generate
the samples from NVD, EDB and EKITS. In the latter we compute the relevant statistics on
the samples. What follows is an English description of these processes. Our R script to
replicate the data analysis is available.

Sampling The sampling procedure generate a sample with the same number of vulnera-
bilities that are present in SYM. Every sample vulnerability svi is representative of the vi-th
vulnerability in SYM. In other words, they must have the same control factors identified in
this study: CIA CVSS Impact, Year and Software.

The only control that we can straightforwardly enforce is the CIA Impact, as CIA values
are strictly defined by the CVSS framework. For year and software we can match the control
variables in several ways.

• “Year” represents the year of disclosure of the vulnerability. To enforce this control we
can censor all vulnerability data disclosed before 2009 and after 2012, and randomly
pick a vulnerability within this time-frame. An alternative is exact match for the date
of vi and svi . We believe the former is preferable because the timing data reported in
NVD is noisy due to how the vulnerability disclosure mechanism works [41, 40]. We
used only coarse data granularity (year).
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Table 15: Output format of our experiment.

v ∈ SYM v 6∈ SYM

Above Threshold a b
Below Threshold c d

Table 16: Sample thresholds

CVSS ≥ 6
CVSS ≥ 9
CVSS ≥ 9 & v ∈ EDB
CVSS ≥ 9 & v ∈ EKITS

• “Software” is the name of the software affected by the vulnerability. It is represented by
a string reported in the NVD entry of the vulnerability. However, no standardized way
to report vulnerability software names exists.

For example CVE-2009-0559 (in SYM) is reported as a “Stack-based buffer overflow

in Excel”, but the main affected software reported is (Microsoft) Office. In contrast,
CVE-2010-1248 (in SYM as well) is a “Buffer overflow in Microsoft Office Excel” and
is reported as an Excel vulnerability. Thus, performing a perfect string match for the
software variable would exclude from the selection relevant vulnerabilities affecting the
same software but reporting a different software name. To consider all software entries
reported in an NVD report is equally a bad idea: which value should one then consider
as the valid one? Keeping the example of CVE-2009-0559, the correct value should
be Office? or Excel? or Office Share point server?

The problem with software names extends beyond this. Consider for example a vul-
nerability for Webkit, an HTML engine used in many browsers. This vulnerability may
affect not only Webkit, but also the Safari, Chrome and Opera web browsers that use
Webkit as a rendering engine. Because a Webkit vulnerability in Apple Safari might
also be a Webkit vulnerability in Google Chrome, making a 1:1 selection of software
names is prone to unknown noise.

For these reasons we also checked that the software for svi is included in the list of
software for ∀vi ∈ SYM.

To create the samples, for each of NVD, EDB and EKITS we randomly select, with repeti-
tion, a sample vulnerability svi that satisfies the discussed conditions enforced by the control
values for vi . We then include svi in the list of selected vulnerabilities for that dataset sample.
We repeat this procedure for all vulnerabilities in SYM. Eventually we obtain three samples
of vulnerabilities in NVD, EDB and EKITS that are identically distributed to SYM with respect
to our confounding variables. The EDB/EKITS samples will be used to test the presence in
the corresponding database as an additional risk factor.

The sampling has been performed with the statistical tool R-CRAN [51].

Execution Once we collected our samples, we compute the frequency with which each
risk factor identifies a vulnerability in SYM. Our output is represented in Table 15. Each risk
factor is defined by a CVSS threshold level t in combination with any other identified risk
factor. Examples of thresholds are reported in Table 16. We run our experiment for all CVSS
thresholds ti with i ∈ [1..10]. For each risk factor we evaluate the number of vulnerabilities
in the sample that fall above and below the CVSS threshold, and that are included (or not
included) in SYM: the obtained table reports the count of vulnerabilities that each risk factor
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correctly and incorrectly identifies as “at high risk of exploit” (∈ SYM) or “at low risk of exploit”
( 6∈ SYM).

The computed values entirely depend on the random sampling process. In an extreme
case we may therefore end up, just by chance, with a sample containing only vulnerabilities
in SYM and below the current threshold (i.e. [a = 0;b = 0; c = 1277;d = 0]). Likely such an
effect would be due only to chance rather than representing the reality. To mitigate this we
repeat, for every instance of the risk factors, the whole experiment run 400 times and keep
the median of the results. We chose 400 times because we observed that the distribution of
results was already markedly Gaussian. Any statistic reported in this paper is to be intended
as the median of the generated distribution of values.

ANNEX2.4.2 Parameters of the analysis

Sensitivity and specificity In the medical domain, the sensitivity of a test is the condi-
tional probability of the test giving positive results when the illness is present. The specificity
of the test is the conditional probability of the test giving negative result when there is no
illness. Sensitivity and specificity are also known as True Positive Rate (TPR) and True Neg-
atives Rate (TNR) respectively. In our context, we want to assess to what degree a positive
result from our current test (the CVSS score) matches the illness (the vulnerability being
actually exploited in the wild and tracked in SYM). The sensitivity and specificity measures
are computed as:

Sensitivity = P(v ’s Risk factor above t | v ∈ SYM) = a/(a + c) (24)

Specificity = P(v ’s Risk factor below t | v 6∈ SYM) = d/(b + d) (25)

where t is the threshold. Sensitivity and specificity outline the performance of the test in
identifying exploits, but say little about its effectiveness in terms of diminished risk.

Risk Reduction and Odds Ratio To understand the effectiveness of a policy we adopt
an approach similar to that used by Evans in [52] to estimate the effectiveness of seat
belts in preventing fatalities. In his case, the “effectiveness” was given by the difference
in the probability of having a fatal car crash when wearing a seatbelt and when not doing it
(Pr (Death & Seat belt on)− Pr (Death & not Seat belt on).

In our case, we measure the ability of the CVSS score (combined with the existence of a
proof-of-concept exploit or an exploit in the black markets) to predict the actual exploit in the
wild (i.e. present in SYM). Formally, the risk reduction is calculated as

RR = P(v ∈ SYM|v ’s Risk factor above t)− P(v ∈ SYM|v ’s Risk factor below t) (26)

and the odds ratio is given by

OR =
|v ∈ SYM ∧ v ’s Risk factor above t |

|v 6∈ SYM ∧ v ’s Risk factor above t |
/
|v ∈ SYM ∧ v ’s Risk factor below t |

|v 6∈ SYM ∧ v ’s Risk factor below t |
(27)

Both measures give an evaluation of the relative distance of the two risk levels identified by
the threshold. Note that the metrics are not always computable. For example, if no exploited
vulnerability is below the threshold, the Odds Ratio loses its mathematical utility (because
the ratio at the denominator goes to zero). We always report both RR and OR for the sake
of completeness.
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Figure 13: Sensitivity and specificity levels for different CVSS thresholds. The red line identi-
fies the threshold for PCI DSS compliance (cvss = 4). The green line identifies the threshold
between LOW and MEDIUM+HIGH vulnerabilities (cvss = 6, see histogram in Figure 9).

ANNEX2.4.3 Data Analysis

Sensitivity and specificity Figure 13 reports the sensitivity and specificity levels respec-
tive to different CVSS thresholds. Sensitivity is represented by the blue solid line; specificity
is represented by the grey dotted line. The vertical red line outlines the CVSS threshold
fixed by PCI DSS (cvss = 4). The green vertical line marks the threshold that separates
LOW CVSS vulnerabilities from MEDIUM+HIGH CVSS vulnerabilities (cvss = 6).

Unsurprisingly, low CVSS scores show a very low specificity, as most non-exploited vul-
nerabilities result above the threshold.

With increasing CVSS thresholds, the specificity measure gets better without sensibly
affecting sensitivity: NVD and EDB can achieve a specificity of 60% with a threshold equal to
8, but at the price of a high ratio of false negatives (30%). To further increase the threshold
causes the sensitivity measure to collapse. In EKITS, because most vulnerabilities in the
black markets are exploited and their CVSS scores are high, the specificity measure can not
significantly grow without collapsing sensitivity.

Risk reduction and Odds ratio In Figure 14 we report our results for risk reduction (RR)
and odds ratio (OR). To use the mere CVSS score, irrespectively of its threshold level, to
define a patching policy always entails a very low risk reduction. Patching strategies consid-
ering the existence of a public proof-of-concept exploit as a risk factor seem to yield much
higher returns in terms of risk reduction. Presence in the black markets seems to be the most
important risk factor to consider, as it almost doubles the risk reduction entailed by Proof-
of-Concept exploits. Due to the scarce variance in CVSS scores in the EKITS dataset, not
all values can be computed (dividend is zero because there are no selected vulnerabilities
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Figure 14: (left) risk reduction (RR) and (right) odds ratio (OR) entailed by different CVSS
scores per dataset.

below the threshold).
Table 17 reports the numerical Risk Reduction for a sample of thresholds, and the anal-

ogous odds ratio.
The mere presence of the vulnerability (NVD) entails a reduction in risk that peaks at

about 11% for rather high thresholds. In general, even considering the 95% confidence
interval, we can conclude that CVSS-only based policies may be unsatisfactory from a risk-
reduction point of view. Similar considerations can be outlined, for the “mere CVSS score”,
by looking at the Odds Ratio column: the gap between the odds of an exploit above the
threshold and the odds of an exploit below the threshold is very low. The existence of a
proof-of-concept exploit improves greatly the performance of the policy: with “CVSS ≥ 6 +
PoC” a RR of 47% can be achieved. This result is comparable, and slightly preferable, to
wearing a seat belt while driving: seat belts entail a reduction in risk of death of 43% [52].
A similar result, in terms of RR, is obtained by increasing the CVSS threshold to 9. The
OR measure decreases sharply because the number of false negatives (|SYM & Below |)
rises. Finally, plugging into the methodology the existence of an exploit in the black markets
rises the risk reduction up to 80%. The odds ratios are little informative here because the
intersection between EKITS and SYM contains few vulnerabilities only, most of them with
a high CVSS score (therefore rising the CVSS threshold doesn’t make sense for black-
marketed vulnerabilities).

ANNEX2.5 Discussion

We now summarize the main observations of our study. We focus on: (1) CVSS characteris-
tics; (2) Risk reduction. Some conclusions are more absolute (exceptions counted on one’s
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Table 17: Risk Reduction for a sample of thresholds.

Threshold RR 95% RR conf. int. OR 95% OR conf. Int. Significance

CVSS ≥6 9% 6% - 12% 3.32 1.94 - 6.53 ***
CVSS ≥6 + PoC 45% 43% - 47% 31.36 28.37 - 34.96 ****
CVSS ≥6 + Bmar 80% ± 0 ∞ ± 0 *

CVSS ≥9 11% 8% - 14% 3.24 2.26 - 4.68 ****
CVSS ≥9 + PoC 45% 43% - 47% 10.16 9.12 - 11.5 ****
CVSS ≥9 + Bmar 24% ± 0 3.11 ± 0

Note:Risk Reduction and Odds Ratio of vulnerability exploitation depending on policy
and information at hand (CVSS, PoC, Markets). Significance is given by a Bonferroni-
corrected Fisher Exact test (data is sparse) for three comparison (CVSS vs CVSS+PoC
vs CVSS+BMar) per experiment [53]. **** indicates p < 3.3E − 5; *** p < 3.3E − 4; **
p < 3.3E − 3; * p < 1.6E − 02; nothing is reported for other values.

fingers), while others are only statistically significant.

1. The CVSS Impact submetric assumes only a few of the possible values, as Confiden-

tiality and Integrity losses usually go hand-in-hand. The Availability CVSS assessment
adds very little variability to the score, so of the 3 dimensions of the Impact subscore,
only 2 are effectively relevant.

2. The CVSS Exploitability metric shows little to none variability. The only variability
among the greatest majority of vulnerabilities in NVD is given for this metric by the
Access Complexity variable. Authentication and Access Vector show very little (Ac-
cess Vector) to almost none (Authentication) variability. The effect of this is that the
Exploitability submetric results flattened around very high values. As a consequence,
the Exploitability submetric is unsuitable as a characterization of “likelihood of exploit”.

3. The CVSS base score alone is a poor risk factor from a statistical perspective. The de-
facto usage in the industry of the CVSS base score as a metric for risk is therefore an
unsatisfactory practice. Policies based on CVSS score, like the US Government NIST
SCAP protocol or the world-wide used PCI DSS, may not make for effective strategies.

By considering risk factors other than the sole CVSS score it may be possible to obtain
more effective strategies:

1. The existence of a proof-of-concept exploit is an interesting risk factor to consider.
PoC-based policies can entail risk reductions up to 45% of the original risk. However,
because of the nature of this data (see [40] and discussion in Section 1) special care
must be taken to control for additional variables such as year and type of software.
For example, a comparable policy ran without the control on software can obtain a risk
reduction of only 10-11%.

2. The black markets are an even more important source of risk. Our results show that
the inclusion of this risk factor can increase risk reduction up to 80%. Unsurprisingly,
there is a distinction between the vulnerabilities identified by bad guys and good guys.
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Most importantly, our methodology may be a useful tool for the practitioner that needs
a scientific and precise way to assess the efficacy of a risk mitigation strategy. Our results
can be reproduced by plugging in the methodology any risk factor the practitioner may find
relevant to his/her use case. Different rationales than the mere risk reduction could be
considered for the evaluation of the results: cost, time-to-deploy, or organizational effort are
just example of an arbitrary set of options that can be factored in into a final evaluation.

ANNEX2.6 Threats to validity

Like any other empirical study based on field data, ours may be affected by a number of
threats to validity [54] that we address in the following.

Construct validity Data collection is the main issue in an empirical study. SYM and EKITS
may be particularly critical to the soundness of our conclusions. Because of the unstructured
dataset of the original SYM dataset, to build SYM we needed to take some preliminary
steps. We couldn’t be sure about whether the collected CVEs were relevant to the threat.
To address this issue, we proceeded in two steps. First, we manually analyzed a random
selection of about 50 entries to check for the relevance of the CVE entries to the actual
attack described in the signature. An informal communication with Symantec confirmed that
the CVEs are indeed relevant to the attack.

Due to the shady nature of the tools, the list of exploited CVEs in EKITS may be not
a representative of the population of CVEs in the black markets and/or affected by “false
reporting” by the exploit kits authors (that, being criminals, may as well lie about what CVEs
they infect). To mitigate the problem, we crossed-referenced EKITS entries with knowledge
from the security research community and from our direct testing of tools traded in the the
black markets [55].

External validity is concerned with the applicability of our results to real-world scenarios.
Symantec is a world-wide company and a leader in the security industry. We are therefore
confident in considering their data as representative of real-world attack scenarios. Yet, our
conclusion can not be generalized to targeted attacks. These attacks in the wild usually
target a specific platform or system and are less likely to generate an entry in a general
purpose anti-virus product. We do not therefore extend our conclusions to Targeted attacks
scenarios.

An important point to address is that our approach does not address changing behav-

ior of the attacker. For example, if all vulnerabilities from the black markets with a certain
characteristic get patched, the attacker may simply modify his own attack strategy in such a
way to render the defender’s strategy ineffective. This is a common problem in any game-
theoretical approach: unfortunately the defender ought to move first, thus the attacker can
always adapt to the defender’s strategy (hence the definition of equilibrium as the state of the
game into which neither attacker nor defender have a good reason to change their strategy).
This problem is present in the application of any security technology or solution available.
The game-theoretic nature of the problem is not addressed by our methodology either. We
reserve the exploration of this issue for further work.
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ANNEX2.7 Related work

Vulnerability studies Many studies before ours dealt with software vulnerabilities, soft-
ware risk and risk mitigation. Among all, Frei et al. [37] were maybe the first to link the
idea of life-cycle of a vulnerability to the patching process. Their dataset was a composition
of NVD, OSVDB and ‘FVDB’ (Frei’s Vulnerability DataBase, obtained from the examina-
tion of security advisories for patches). The life-cycle of a vulnerability includes discovery
time, exploitation time and patching time. They showed that exploits are often quicker to
arrive than patches are. They were the first to look, in particular, at the difference in time
between time of first “exploit” and time of disclosure of the vulnerability. This work have
recently been extended by Shahzad et al. [38], who presented a comprehensive vulnera-
bility study on NVD and OSVDB datasets (and Frei’s) that included vendors and software
in the analysis. Many descriptive trends in timings of vulnerability patching and exploitation
are presented. However, their use of EDB or OSVDB exploit data says little (if anything)
about the actual exploitation of a vulnerability [56]. NVD timing data has also been reported
to generate an unforeseeable amount of noise because of how the vulnerability disclosure
process works [41, 56]. To avoid replicating these errors we make an effort in finding data
on actual exploits, proof-of-concept exploits, and exploits in the black markets. We provide a
descriptive analysis of this vulnerability data, and use our findings to provide sound advices
to practitioners that desire to assess software vulnerability risk and efficacy of remediation
strategies. For a thorough description of our datasets and a preliminary discussion on the
data, see [57]; for additional details on Symantec’s attack data we refer the reader to [47].

The idea of using vulnerability data to assess overall security is not new by itself. Attack
surfaces [58] and attack graphs [59] are seminal approaches to the problem: the former uses
vulnerability data to compute an “exposure metric” of the vulnerable systems to potential at-
tacks; the latter aims at modeling consequent attacks on a system (or network of systems)
the attacker might perpetrate to reach a (usually critical) component such as a data server.
These approaches however lack of a characterization of risk or “likelihood of exploit”. Our
methodology integrates these approaches by providing sound risk estimations for vulnera-
bilities; our results can be plugged in both attack graphs and attack surface estimations to
obtain more realistic assessments.

CVSS An analysis of the distribution of CVSS scores and subscores has been presented
by Scarfone et al. [44] and Gallon [60]. However, while including CVSS subscore analysis,
their results are limited to data from NVD and do not provide any insight on vulnerability
exploitation. In this sense, Bozorgi et al. [42] were probably the first to look for this correla-
tion. Unfortunately, they showed that the CVSS characterization of “likelihood to exploit” did
not match with data on proof-of-concept exploits in EDB. We extended their first observation
with a in-depth analysis of subscores and of actual exploitation data.

Vulnerability models Other studies focused on the modelling of the vulnerability discovery
processes. As noted by [61], vulnerability models can help “security engineers to prioritize

security inspection and testing efforts” by, for example, identifying software components that
are most susceptible to attacks [62] or most likely to have unknown vulnerabilities hidden in
the code [63]. Our contribution differs, in general, from work on vulnerability models in that
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we do not aim at identifying “vulnerable components” or previously unknown vulnerabilities
to point software engineers in the right direction. We instead propose a methodology to
evaluate the risk of already known vulnerabilities that might (or might not) be exploited in the
wild, and therefore may need immediate remediation or mitigation on the deployment side
rather than on the development side. We find necessary to cover this part of the literature
as “vulnerability discovery” necessarily lays the ground for the “vulnerability remediation”
process that is the focus of our work.

Alhazmi et al.’s [64] and Ozment’s [65] work are both central in vulnerability discovery
models research. Alhazmi et al. fit six vulnerability models to vulnerability data of four major
operative systems, and show that Alhazmi’s ‘S shaped’ model is the one that performs the
best. [61] suggest that vulnerability models might be substituted with fault prediction models,
and showed that performances in terms of “recall” and “precision” do not differ sensibly
between the two. However, as previously underlined by Ozment [65], vulnerability models
may rely on unsound assumptions such as the independence of vulnerability discoveries.
Current vulnerability discovery models are indeed not general enough to represent trends
for all software [66]. Moreover, vulnerability disclosure and discovery are complex processes
[67, 68], and can be influenced by {black/white}-hat community activities [68] and economics
[40].

Markets for vulnerabilities Our analysis of vulnerabilities traded in the black markets is
also interesting because it supports the hypothesis that the exploit markets are significantly
different (and more stable) than the previous IRC markets frequented by cyber criminals
were [69]. Previous work from the authors of this manuscript also experimentally showed
that the goods traded in the black markets are very reliable in delivering attacks and are
resilient to aging [55].

ANNEX2.8 Conclusion

In this paper we have proposed to use for security research the case-control study method-
ology.

In a case-control study the researcher looks backward at some the cases (for example
vulnerabilities exploited in the wild) and compare them with controls (in our cases randomly
selected vulnerabilities with similar characteristics such as year of discovery or software
type). The purpose is to identify whether some risk factor (in our scenario a high CVSS
score, or the existence of a proof of concept exploit) is good explanation of the cases and
therefore represents a decision variable upon which system administrator must act upon.

The effectiveness of different risk factors can be compared by looking at the (statistical)
risk reduction: the difference between the probability that a vulnerability with a high risk
factor is exploited and the probability that a vulnerability with a low risk factor is exploited.
Acting first on vulnerabilities whose risk factor has the highest risk reduction would then be
the most effective strategy.

To illustrate the methodology we analyzed the CVSS score as international standards
like PCI DSS and best practices like those identified by the NIST SCAP Protocol suggest to
use it: as if it was a risk factor.
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We first dug into the characteristics of the CVSS score to see whether it features an eval-
uation of the Impact of the undesired event and of its likelihood to happen. While the CVSS
Impact assessment shows sufficient variability in its variables, its likelihood (i.e. Exploitabil-
ity) metric does not. The lack of a characterization of likelihood-of-exploit in the CVSS metric,
combined with a poor impact variability, make the CVSS score an unlikely risk metric.

To check this more formally we evaluated the CVSS score by performing a case-control
study, in which we sample the data at hand to test how the CVSS score correlates with
exploitation in the wild. Our results show that the CVSS base score never achieves high
rates of identified true positives (sensitivity) simultaneously with a high rate of true nega-
tives (specificity). Specificity is particularly unsatisfactory when using the CVSS thresholds
indicated by standards and best practices alike.

Finally, we showed how to improve the analysis by considering additional risk factors such
as existence of a proof-of-concept exploit, and existence of an exploit in the black markets.
Our results show that markedly higher risk reductions can be obtained by considering risk
factors other than the mere CVSS. For example, addressing vulnerabilities with a known
proof-of-concept and a high CVSS score could yield a risk reduction of exploit comparable
to the risk reduction in mortality obtained by wearing safety belts in cars.

Our methodology is fully reproducible and can be used as a tool for risk assessment by
practitioners and researchers alike. Other datasets or any risk factors could be plugged into
the model to fit company-specific scenarios.

For future work we plan to integrate our methodology with additional evaluation factors
such as the cost of a strategy or the criticality of the assets. Another interesting venue would
be to apply our methodology to other domains (e.g. critical infrastructures and targeted
attacks).

There is a general issue behind the use of a case-control study. Is it as an appropri-
ate scientific instrument to assess security? There are several trade- offs. A case control
study is based on statistical evidence and therefore cannot offer a 100% security proof that
a formal method offers. At the same time, being based on actual data, it is not prone to
the security holes introduced by the gaps between a formal theory and its implementation.
On the positive side, it avoids the ethical issues of randomized trials, as one cannot ask
users to stay vulnerable16. On the negative side, it has less power to determine causality
than controlled experiments because it looks backward. Can we prove that our conclusions
will be applicable beyond 2013 (when our dataset stops)? We can’t, in the same way Brad-
ford Hill could not and cannot prove that their conclusion about smoking and lung cancer
would apply beyond 1960 and a handful of English hospitals, a tiny speck against the world
population. We can only argue that, due to the way the experiment is constructed, there is
no apparent alternative explanation. Yet, if the methodology is accepted, it can be used by
other scientists on other data sources and on other risk factors. Many of the risk factors we
consider (such as CVSS, ExploitDB, etc) are the de- facto standards in industry, generating
a multi-million business (a casual walk among the stands of BlackHat or RSA vendors would
make it immediate). Many academics and industry experts grumble that these metrics are
wrong, but offer no evidence. The usage of case-control studies can be a sound scientific
method to evaluate those risk factors by using the very data that industry has available.

16Using honeynets for experiments would not give a controlled experiment either as they are artificial and
not actually used.
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Confirmed experiments could possibly lead to a community consensus that will replace the
current industry witchcraft.

ANNEX3. An Experiment on Comparing Two Risk-Based

Security Methods

Many security risk assessment methods have been proposed both from academia and in-
dustry. However, little empirical evaluation has been done to investigate how these methods
are effective in practice. In this paper we report a replication of a controlled experiment that
we conducted to compare the effectiveness and participants’ perception of visual versus
textual methods for security risk assessment. As instances of the methods we have se-
lected CORAS, an academic method by SINTEF used to provide security risk assessment
consulting services, and SecRAM, a method by EUROCONTROL used to conduct security
risk assessment within air traffic management domain. The experiment involved 29 MSc
students who applied both methods to an application scenario from Smart Grid domain.
The dependent variables were effectiveness of the methods measured as number of threats
and security controls identified, and perception of the methods measured through post-task
questionnaires based on the Technology Acceptance Model. The main findings are that the
visual method has higher effectiveness and participants’ perception. These results confirm
the original experiment’s findings on methods’ perception but not the one on effectiveness.

ANNEX3.1 Introduction

Many security risk assessment methods, frameworks and standards exist - ISO 27005, NIST
800-30, STRIDE, CORAS, SREP - but they all face similar problems in practice. The security
risk assessment process looks easy on paper - but it can turn into a complex and daunting
task.

Despite the crucial role that security risk assessment plays in the identification of se-
curity controls, only few papers [70, 71, 72] have investigated which methods work better
to identify threats and security measures and why. Evaluating a security risk assessment
method is challenging because it includes a number of confounding variables: the type of
training received (e.g. all papers on the ISACA journal reports methods applications by the
method’s expert), the previous expertise (e.g. student vs. practitioners is a key distinction
here), the time allotted to the task, and the presence of three essential steps of the analysis
(assets, threats and security measures identification depends on each other) so if one is
badly performed the others may be poor as well.

In this paper we report on the replication of an experiment [70] we conducted to compare
effectiveness, perceived easy of use, perceived usefulness and intention to use of visual
versus textual methods for security risk assessment. In the original experiment, we selected
CORAS [73] and SREP [74] as in instances of visual and textual methods respectively.
CORAS is a visual method whose analysis is supported by a set of diagrams that represent
assets, threats, risks and treatments. In contrast, SREP is a textual method whose artifacts
are specified in tabular form. The original experiment has shown that there was no difference
between the two methods in the number of threats, while the textual method was slightly

D6.3 - Report on Experimental Analysis | page 74/92



(a) CORAS - Threat Diagram (b) SECRAM - Threat Agent Table

Figure 15: Examples of Visual (CORAS) and Textual (SecRAM) Methods’ Artifacts Gener-
ated by Participants.

more effective for eliciting security controls. In addition, visual method overall perception and
intention to use were higher than for the textual method. In this replication we replaced SREP
with SecRAM, a method used by EUROCONTROL to conduct security risk assessment in
the air traffic management domain. We involved 29 participants: 15 students of the MSc in
Computer Science and 14 students of the EIT ICT LAB MSc in Security and Privacy of the
University of Trento. Each participant applied both methods to identify threats and security
controls for different facets (Network security and Database/Web application security) of
a Smart Grid application scenario. The experiment was complemented with participants’
interviews to explain possible differences in the effectiveness and the perception of the two
methods.

The main findings on effectiveness are that visual method produces an higher number of
threats and security controls than the textual one. While the original experiment has shown
that the textual method leads to identify more security controls than the visual one. With
respect to participants’ perception we found that the visual method is preferred over the
textual one with statistical significance. Thus only the results on perception from the original
experiment are confirmed.

This paper is structured as follows. In the next section we discuss related works and then
we present the design and execution of the experiment. The core of the paper reports on the
analysis of the participants’ reports, the post-task questionnaire, and the interviews. Then,
the main findings are summarized and compared with the one of the original experiment and
the threats to validity are discussed. Finally, we present conclusions and future work.

ANNEX3.2 Related Work

The few papers [71, 75, 76, 77, 78] that have attempted to evaluate if security risk assess-
ment methods work in practice have adopted the Method Evaluation Model (MEM) [79] which
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provides constructs to measure methods success. For example, Opdhal and Sindre [71]
have carried out two controlled experiments (28 and 35 students) to compare two methods
for threats identification, namely attack trees and misuse cases. In [78] Opdhal and col-
leagues have repeated the experiment with industrial practitioners. Both experiments show
that attack trees help to identify more threats than misuse cases. Similar controlled experi-
ments with students were reported by Stålhane et al. in [80, 76, 77, 75] where misuse cases
are compared with other approaches for safety and security. In [80] Stålhane et al. report an
experiment with 42 students where they compared misuse cases to Failure Mode and Effects
Analysis (FMEA) to analyze use cases. They find that misuse cases are better than FMEA
for analyzing failure modes related to user interactions. In a comparable setting [76], the au-
thors compared misuse cases based on use-case diagrams to those based on textual use
cases. The results of the experiment with 52 students show that textual use cases produces
better results due to more detailed information. The e-RISE challenge organized by the Uni-
versity of Trento [81] also report an interesting protocol to perform empirical comparisons
of different security and risk assessment methods by using both practitioners and students.
More recently, Labunets et al. [70] have conducted a controlled experiment with 28 MSc
students to compare two classes of risk-analysis driven methods, visual methods (CORAS)
and textual methods (SREP). The experiment we report in this paper is a replication of the
experiment of Labunets et al.

Most of these experiments have some limitations. Experiments with students such as
[71, 75, 76, 77] usually have a short duration (less than two hours) and this may introduce
bias in the evaluation of methods because subjects do not have enough time to understand
the application scenario and to fully apply the methods under evaluation. Further, if the
time for the execution of the experiment is short, it is impossible to use a realistically-sized
application scenario. Hence, the methods under evaluation are applied to toy scenarios
and the results might not generalize to real-world cases. The experiments in [81, 78] are
a good compromise between experiment’s cost on one side and scenario’s complexity and
participants’ experience on the other (they last several days and includes practitioners). Yet,
they have only focused on academic security methods so far.

The long running experiment of Labunets et al. [70] and its replication that we report in
this paper addresses the issue of realism and the full application of the method, yet they
miss practitioners.

ANNEX3.3 Research method

This section describes the design of the performed experiment, following the guidelines by
Wohlin et al. [82].

ANNEX3.3.1 Research Questions

The goal of the experiment was to compare visual and textual methods for security risk as-
sessment with respect to how successful they are in identifying threats and security controls.
For this purpose we have adopted as dependent variables the success constructs defined
in the Method Evaluation Model (MEM) proposed by Moody [79]: effectiveness, perceived
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Variable Scale Means Distribution

Gender Sex 79% were male; 21%were female

Age Years 25.72 48% were 21-24 years; 41% were 25-29; 10% were 30-40

Education Length 4.28 66% had <5 years; 17% had 5 years; 17% had >5 years

Work Experience 2.46 31% had no experience; 31% had < 2 years; 28% had 3-5 years;
10% had >6 years

Level of Expertise in Security Technol-
ogy

1(Novice)-
5(Expert)

2.31 28% novices; 28% beginners; 10% competent users; 31% proficient
users; 3% experts

Level of Expertise in Security Regulation
and Standards

1.86 45% novices; 17% beginners; 7% competent users; 31% proficient
users

Level of Expertise in Privacy Technology 2.10 31% novices; 34% beginners; 28% competent users; 7% proficient
users

Level of Expertise in Privacy Regulation 1.90 48% novices; 24% beginners; 7% competent users; 21% proficient
users

Level of Expertise in RE 2.31 24% novices; 34% beginners; 14% competent users; 28% proficient
users

Table 18: Demographic Statistics

easy of use, perceived usefulness, and intention to use. Therefore, we have specified the
following research questions that match the constructs of the MEM:

RQ1 Is the effectiveness of the methods significantly different between the two types of

methods?

RQ2 Is the effectiveness of the methods significantly different between the two facets?

RQ3 Is the participants’ overall perception of the method significantly different between the

two type of methods?

RQ4 Is the participants’ perceived usefulness of the method significantly different between

the two type of methods?

RQ5 Is the participants’ perceived ease of use of the method significantly different between

the two type of methods?

RQ6 Is the participants’ intention to use the method significantly different between the two

type of methods?

We have translated research questions RQ1 − RQ6 into a list of null hypotheses to be
statistically tested. We do not list them here due to the lack of space. To answer RQ1 and
RQ2 we have measured methods’ actual effectiveness by counting the number of threats
and security controls identified with each method application and we asked an external se-
curity expert to assess their quality. Research questions RQ3-RQ6 have been answered by
administering to the participants a post-task questionnaire inspired to the Method Evalua-
tion Model (MEM) [79] after they have completed each of the method applications. To gain a
better understanding why there is a difference in methods effectiveness and perception we
have conducted individual interview with participants.

ANNEX3.3.2 Methods Selection

As in our previous experiment [70], we have chosen as instance of the visual method CORAS
[73] because is the only visual method for security risk assessment. CORAS is a method de-
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signed at SINTEF, a research institution in Norway which is used to provide security risk as-
sessment consulting services. It consists of three tightly integrated parts, namely, a method
for risk analysis, a language for risk modeling, and a tool to support the risk analysis process.
The risk analysis in CORAS is a structured and systematic process which uses diagrams
(see Figure 15a) to document the result of the execution of each step. The steps are based
on the international standard ISO 31000 [83] for risk management: context establishment,
risk analysis (that identifies assets, unwanted incidents, threats and vulnerabilities), and risk
treatments. Instead, we have replaced SREP, the instance of textual method used in the
original experiment, with SecRAM [84], an industrial method by EUROCONTROL used to
conduct security risk assessment in the air traffic management domain (ATM). SecRAM sup-
ports the security risk management process for a project initiated by an air navigation service
provider, or ATM project, system or facility. SecRAM provides a systematic approach to con-
duct security risk assessment which consists of five main steps: defining the scope of the
system, assessing the impact of a successful attack, estimating the likelihood of a successful
attack, assessing the security risk to the organization or project, and defining and agreeing
a set of management options. As shown in Figure 15b) tables are used to represent the
results of each step’s execution.

ANNEX3.3.3 Domain Selection

We selected the Smart Grid application scenario for our experiment as we had already used
in the previous experiment so that we could compare the results from the two experiments.
The Smart Grid is an electricity network that uses information and communication tech-
nologies to optimize the distribution and transmission of electricity from supply points to
end-consumers. The application scenario focused on the gathering of metering information
from the smart meters located in private households and its communication to the electricity
supplier for billing purposes.

ANNEX3.3.4 Demographics

The participants of the experiment were recruited among MSc students enrolled in the Se-
curity Engineering course at the University of Trento. Table 18 presents descriptive statistics
about the participants. Most of the participants (69%) reported that they had at least 2 years
of working experience while the remaining said they had no working experiences. With re-
spect to knowledge in privacy technologies and regulations, most of the participants had
limited expertise. In contrast, they reported an extensive general knowledge of both secu-
rity technologies and regulations and standards. Participants also reported good general
knowledge in requirements engineering.

ANNEX3.3.5 Experimental design

We chose a within-subject design where all participants apply both methods to ensure a
sufficient number of observations to produce significant conclusions. In order to avoid learn-
ing effects, the participants had to identify threats and security controls for different types of
security facets of a Smart Grid application scenario. The security facets included Network
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Table 19: Original experiment and replication settings

Original Replication

Subject Type 28 MSc students 29 MSc students
Subject Unit 16 groups of 1-2 students 29 Groups of 1 student
Subject Environment Security Engineering course Security Engineering course
Experiment Task Identify threats & controls Identify threats & controls
Time to complete the task 4 sessions of remote work 2 sessions of remote work
Experiment Design Two factors (2 methods, 4 facets)) Two factors (2 methods, 2 facets))
Experiment Group visual vs textual visual vs textual
Variables EFFECT, PEOU, PU, ITU EFFECT, PEOU, PU, ITU

Facet/Method Visual Textual

Network Security 14 15

DB/Web App. Security 15 14

Table 20: Experimental design

Security (Network) and Database/Web Application Security (DB/WebApp). For example, for
Network Security facet, participants had to identify network security threats like man-in-the-
middle attack or DoS attack and proposed security controls to mitigate them.

The participants were randomly assigned to treatments: half of the participants applied
first the visual method to network security facet while the second half applied the methods
in the opposite order. Table 20 summarizes how the participants has been assigned to the
methods.

ANNEX3.3.6 Experimental procedure

The experiment was performed during the Security Engineering course held at University of
Trento from September 2013 to January 2014. The experiment was organized in three main
phases:
Training. Participants were given a tutorial on the Smart Grid application scenario and a
tutorial on visual and textual methods of the duration of two hours each. Then, participants
were administered a questionnaire to collect information about their background and their
previous knowledge of other methods and they were assigned to facets based on the exper-
imental design.
Application. Once trained on the Smart Grid scenario and the methods, the participants had
to repeat the application of the methods on two different facets: Network and DB/WebApp.
For each facet, the participants:

- Attended a two hours lecture on the threats and possible security controls specific for
the facet but not concretely applied to the scenario.

- Had 2,5 weeks to apply the assigned method to identify threats and security controls
specific for the facet.

- Gave a short presentation about the preliminary results of the method application and
received feedback.

- Had one week to deliver an intermediate report to get feedback.
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At the end of the course in mid January 2014, each participants submitted a final report
documenting the application of the methods on the two facets.
Evaluation. In this phase, the experimenters (the authors of this paper) assessed par-
ticipants final reports while the participants evaluated the method through questionnaires
and interviews. After each application phase the participants answered an on-line post-task
questionnaire to provide their feedback on method application. In addition, after final report
submission each participant was interviewed for half an hour by one of the experimenters
to investigate which are the advantages and disadvantages of the methods. Then, at the
end of January each participant gave a presentation summarizing their work in front of the
experimenters and an expert in security for Smart Grid. The expert evaluated the quality of
the threats and security controls delivered by the participants for the Smart Grid application
scenario.

The interview guide contained open questions about the overall opinion of the methods,
whether the methods help in identification of threats and security controls and about meth-
ods’ possible advantages and disadvantages. The interview questions were the same for all
the interviewees. The post-task questionnaires include the same questions of the one we
administered for our previous experiment which was inspired to the Technology Acceptance
Model (TAM) [85]. To avoid that the participants answered on “auto-pilot”, 15 out of 31 ques-
tions were given with the most positive response on the left and the most negative on the
right. The interview guide and the post-task questionnaire are reported in [86].

ANNEX3.3.7 Changes to the Original Experiment

The experiment reported in this paper differs from the original experiment in that the partic-
ipants were asked to work individually than in pairs in order to correlate their performance
with their perception of the two methods. In addition, we reduced the focus of security risk
assessment only to Network security an Database/Web application security to increase the
application time provided to the participants. In fact, in the original experiment, participants
reported that the time for methods application was short. The main differences are reported
in Table 19.

ANNEX3.4 Quantitative analysis

In this section we report the results from the analysis of the final reports delivered by the
participants and of the participants’ answers to the post-task questionnaires.

ANNEX3.4.1 Reports’ Analysis

To assess the effectiveness of visual and textual methods, we reviewed the final reports
delivered by the participants to count the number of identified threats and security controls
and we assessed their quality. We followed the same coding process used in our previous
experiment [70].

Quality of results Since a method is effective based not only on the quantity of results
but also on the quality of the results that it produces, we asked a domain expert in Smart
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Figure 16: Expert assessment of threats and security controls for the two facets.

Grid security to evaluate the overall quality of the identified threats and security controls for
Network security, and Database/Web application security of the smart metering application
scenario. In fact if we consider only the number of results but not the quality, threats to
conclusion validity may arise. To evaluate the quality of threats and security controls we
used a four item scale: Unclear (1), Generic (2), Specific (3) and Valuable (4). Based on
this scale the participants who achieved an assessment Specific or Valuable were classified
as good participants.

Figure 16 illustrates the expert evaluation of all participants for the Network security facet
and Database/Web application security facet. As each participant applied one of the meth-
ods on the two facets, there are 58 method applications in total. The number inside each
bubble denotes the number of method applications which achieved a given expert’s as-
sessment for threats (reported on x-axis) and security controls (reported on y-axis). There
were 14 method applications that generated some specific threats but generic security con-
trols, while 4 method applications delivered both threats and security controls specific to the
scenario. Additional 4 method applications delivered specific security controls but generic
threats. The remaining method applications delivered unclear and/or generic threats and se-
curity controls. Overall, most of the method applications produced clear threats and security
controls but they were generic.
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Number of threats and security requirements As the design of our experiment is two
factor (the method and the facet) block design, we could use two-way ANOVA test or Fried-
man test (non-parametric analog of ANOVA) to analyze the number of threats and secu-
rity controls identified with each method and within each facet. To select a right test we
checked whether our samples satisfy ANOVA’s assumptions: 1. observations independence,
2. sphericity, and homogeneity of variance 3. normality of distribution of samples.
Observation Independence. We have observation independence by design because par-
ticipants’ worked individually. This gave us independence within sample and mutual inde-
pendence within sample as the facets were different.
Sphericity and Homogeneity of Variance. Sphericity holds for our samples due to one
degree of freedom for each factor [87]. We also checked the homogeneity of variance with
Levene’s test. This test returned p-value equal to 0.24 for threats and 0.46 for security con-
trols. Therefore, we can assume homogeneity of variance for our samples.
Distribution Normality. To check this assumption we used Shapiro-Wilk normality test.
This test returned p-value less than 1.75 · 110−3 for threats and 9 · 10−8 for security controls.
So, normality assumption does not hold for our samples.

Because last assumption has been rejected we need to use non-parametric analog of
ANOVA, Friedman test.

First, we analyzed the differences in the number of threats identified with each method.
As shown in Figure 17 (left), if we consider all participants, there is no difference between
the number of threats identified with the visual method and textual one. For the good par-
ticipants visual method performed slightly better than textual method as shown in Figure 17
(right). This is also confirmed by the Friedman test which does not show any significant dif-
ferences in the number of threats identified by all participants (p-value = 0.57), but reveals a
statistically significant effect of methods on number of threats identified by good participants
(p-value = 8 ∗ 10−3).

Similarly, Figure 18 compares the means of the number of security security controls
identified by all participants (left) and good participants (right). For all participants we can see
that visual and textual methods produce the same number of security controls, while for good
participants the visual method is better than the textual one in identifying security controls.
This is attested also by the results of Friedman test which shows there is no statistically
significant difference in the number of security controls identified by all participants (p-value

= 0.57) while the difference is statistically significant for good participants (p-value = 0.012).

We have also investigated the differences in the number of threats and security controls
identified with the visual and the textual method within each facet. The boxplots in Figure 19
shows that both for all and good participants there is no difference in the number of threats
produced with the visual and textual method for DB/Web Application facet, while for Network
security facets the number of threats identified with the visual method is higher. The results
of Friedman test show that the difference in the number of threats between the two facets is
not statistically significant for all participants (p-value = 0.85) while it is significant for good
participants (p-value = 3.7 ∗ 10−4).

Figure 20 reports the number of security controls identified with the visual and the textual
method within each facet. If we consider all participants, there is no difference in the number
of security controls identified with the two methods for the DB/Web Application facet, while
the number of security controls identified with the visual method is higher for the Network
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Figure 17: Means of identified threats by all participants (left) and good participants (right).
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Figure 18: Means of identified security controls by all participants (left) and good participants
(right).

security facet. For good participants, instead, the visual methods leads to identify more
security controls in both facets. Friedman test shows that the difference in the number of
security controls between the two facets is not statistically significant for all participants (p-

value = 0.08) while it is significant for good participants (p-value = 6.3 ∗ 10−3).
To compare the results on methods’ effectiveness with the one of the original experiment,

we run Friedman test also on the number of threats and security controls produced in the
original experiment. The main difference we found is that the original experiment showed
there is no statistically significance difference in the number of threats identified with the two
methods, while in this replication we found there is a statistically significance difference.

Questionnaire Analysis

The post-task questionnaires have been analyzed to identify the difference in participants
perception of two methods. Before conducting analysis all responses have been reverted to
5 being the best. The questions were formulated in opposite statements format with answers
on a 5-point Likert scale. As the data are ordinal, the responses are paired and had ties, we
have used the exact Wilcoxon signed-ranks test with Wilcoxon method for handling ties. The
significance level α is set to 0.05.

Table 21 presents the results of questionnaires’ analysis and compare them with the
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Figure 19: The distribution of identified threats for all participants (left) and good participants
(right).

one from the original experiment. For each question, the table reports to which perception
variable the question refers to (PEOU, PU, ITU), the mean of the answers by all and by
good participants (the one who produced good quality threats and security controls based on
expert’s assessment), and Z statistics returned by theWilcoxon test and the level of statistical
significance based on the p-value returned by the test. The level of statistical significance is
specified by • (p<0.1), or * (* p<0.05, ** p<0.01, *** p<0.001). For the questions that were
asked in both experiments (top part of Table 21) we also report level of statistical significance.

Perceived Easy of Use. Visual method is better than the textual method with respect to
overall PEOU across all participants and good participants and the difference is statistically
significant. Wilcoxon test returned: Z = -5.4, p = 9.4 ∗ 10−9, effect size (es) = 0.36 (for all
subjects), and Z = -3.9, p = 2.6 ∗ 10−5, es = 0.42 (for good subjects). The results of the
original experiment also showed preference for visual method but there was no statistical
significance for all participants and only 10% significance level for good participants.

Perceived Usefulness. Visual method is better than the textual one with respect to
overall PU across all participants and good participants. Both all and good participants show
a statistically significant preference. Wilcoxon test returned: Z = -4.8, p = 6.3 ∗ 10−7, es =
0.26 (all), and Z = -4, p = 2.2 ∗ 10−5, es = 0.35 (good). The results of the original experiment
also showed preference for visual method but there was no statistical significance for all
participants and only 10% significance level for good participants.

Intention to Use. Visual method is better than the textual one with respect to overall
ITU across all participants with statistical significance. This is also true for good participants.
Wilcoxon test returned: Z = -3.7, p = 2.1 ∗ 10−4, es = 0.17 (all), and Z = -2.8, p = 4.7 ∗ 10−3,
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Figure 20: The distribution of identified security controls for all participants (left) and good
participants (right).

es = 0.21 (good). The results of the original experiment also showed preference for visual
method but it was statistically significant only for good participants.

Overall Perception. The average of responses shows that participants preferred the
visual method over the textual method with statistical significance for both all participants and
good participants. Wilcoxon test returned: Z = -7.8, p = 8.7 ∗ 10−16, es = 0.24 (all), and Z = -
6.1, p = 2.5∗10−10, es = 0.3 (good). The results of the original experiment showed preference
for visual method but there was only 10% significance level for all participants. Instead,
among good participants the preference for visual method was statistically significant.

ANNEX3.5 Qualitative analysis

In this section we report the results of the analysis of individual interview with participants.
The interviews were transcribed and analyzed by two researchers independently using cod-

ing [88], a qualitative analysis method from grounded theory. The list of core codes was
taken from analysis of previous experiments [70, 81].

Table 22 reports the positive and negative aspects of visual and textual method that may
affect PEOU and PU while Table 23 illustrates other aspects that may influence methods’
success. For each aspect we report the total number of statements made by participants
as relative indicator of its importance. We report here only the aspects for which at least 10
statements were made by participants.

Perceived Ease of Use. The main aspect influencing PEOU of visual method is that it
provides a visual summary of the results of the security analysis (29% of the positive state-
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All subjects Good subjects

Q Type Mean Zrepl . Zorig. Mean Zrepl . Zorig.

Tex Vis Tex Vis

Same questions asked in original experiment

4 PU 3.1 3.8 -2.4 * 2.6 3.8 -2.2 *
5 PU 3.2 3.6 -1.6 2.9 3.5 -1.2
6 PEOU 2.9 3.9 -2.9 ** 2.8 4 -2 •
7 PEOU 2.9 3.7 -2.6 ** 2.5 3.5 -1.8 • -2.1 *
8 PU 3.6 4 -1.6 3 3.8 -1.6 -2.3 *
9 PEOU 2.8 3.8 -3.3 *** 2.7 3.5 -2 •
10 PU 3 3.8 -2.5 * -2.1 * 2.7 3.7 -1.8 •
11 PU 2.9 3.5 -2.2 * -2.1 * 2.7 3.5 -1.6
15 ITU 3.1 3.7 -1.8 • 2.7 3.3 -1.1
16 ITU 3.3 3.4 -0.6 3.2 3.3 -0.3
19 ITU 3.1 3.8 -2.2 * 2.8 3.5 -1.3
20 ITU 3.2 3.6 -1.3 2.8 3.4 -1.4
23 ITU 3.1 3.6 -1.7 • 2.9 3.4 -1.1
24 ITU 3.1 3.4 -1.1 2.8 3.4 -1.3
26 PU 3.1 3.5 -1.5 2.6 3.3 -1.3
28 ITU 3.1 3.5 -1.3 2.9 3.4 -1.1
29 ITU 3.2 3.3 -0.2 3 3.3 -0.5
31 PEOU 3.1 3.9 -2.1 * 2.8 3.9 -2.2 *

2 Control 3.7 3.9 -0.4 3.1 *** 3.9 3.8 0.6 2.3 *
3 Control 3.8 4.1 -0.8 3.2 4.2 -1.8

PUrepl 3.1 3.7 -4.8 *** 2.8 3.6 -4 *** -1.7 •
PEOUrepl 2.9 3.8 -5.4 *** 2.7 3.7 -3.9 *** -2.0 •

ITUrepl 3.1 3.5 -3.7 *** 2.9 3.3 -2.8 ** -2.5 *

Totalrepl 3.1 3.6 -7.8 *** -1.6 • 2.8 3.5 -6.1 *** -3.5 ***

New questions

1 PU 3.7 4.1 -2.1 * 3.3 4 -1.9 •
12 PU 3.2 3.1 0.4 3 3.2 -0.5
13 PU 3 3 0.2 2.8 2.8 0
14 PU 3.2 3.4 -1.4 3 3.5 -1.3
22 PU 3.1 3.4 -1 2.8 3.6 -1.7
25 PU 3.3 3.7 -2.1 * 2.7 3.5 -2 •
27 PEOU 3 3.9 -2.8 ** 2.8 3.9 -2.6 **
30 PEOU 2.9 3.6 -2.8 ** 2.7 3.7 -2 •
17 Control 2.9 3.7 -3.2 ** 2.6 3.6 -1.9
18 Control 3 3.6 -2.7 ** 2.8 3.6 -1.8 •
21 Control 3.3 2.7 2 * 2.9 2.6 0.4

PUrepl+new 3.2 3.6 -5.2 *** 2.9 3.5 -5.2 ***
PEOUrepl+new 3 3.8 -6.6 *** 2.7 3.7 -5 ***

ITUrepl+new 3.1 3.5 -3.7 *** 2.9 3.3 -2.8 **

Totalrepl+new 3.2 3.6 -8.9 *** 2.9 3.5 -7.8 ***

• - p-value <0.1, * - p <0.05, ** - p <0.01, *** - p <0.001

Table 21: Wilcoxon Signed-Ranks Test of Responses

ments made by the participants on visual method’s PEOU). Examples of these statements: “
there are many summary diagrams which are useful to summarize what has been done” and
“ the advantages is the visualization”. Other noteworthy positive aspects for visual method’s
PEOUS are that the visual method has clear process (19% of positive statements) and that
it is ease to use (19% of positive statements). About these aspects participants made the
following statements: “I think it is easy to use” and “The advantages of CORAS is very

clear structure”, respectively. Instead, the main aspects that can affect negatively the visual
method’s PEOU are that it is a time consuming method and it has a primitive tool (26% of
negative statements). As participants indicated “the diagrams are really time consuming”
and “first I tried the CORAS tool. And somehow, it was confusing. So, I switched to the

Visio”. Another negative aspect for visual method’s PEOU is that the process has redundant

steps (17% of negative statements): “I think CORAS has some duplications.”.
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PEOU Category Vis. Text. Total

Positive Aspects

Clear Process 28 18 46

Easy for Customer 13 2 15

Easy to Understand 18 18

Easy to Use 28 22 50

Time effective 7 16 23

Visual summary 43 43

Worked examples 12 4 16

Total Pos PEOU 149 62 211

Negative Aspects

No Evolution Support 15 2 17

Not easy to Understand 3 11 14

Not easy to Use 6 18 24

Primitive Tool 30 30

Redundant Steps 19 4 23

Time consuming 36 7 43

Unclear Process 4 28 32

Poor worked examples 2 27 29

Total Neg PEOU 115 97 212

Total PEOU 264 159 423

PU Category Vis. Text. Total

Positive Aspects

Help in Identifying Security Con-
trols

22 16 38

Help in Identifying Threats 39 18 57

Help to Model 10 2 12

Total Pos PU 71 36 107

Negative Aspects

No Help in Identifying Security
Controls

9 16 25

Visual Complexity 17 17

No Tool Support 21 21

Total Neg PU 26 37 63

Total PU 97 73 170

Table 22: Positive and Negative Aspects Influencing PEOU and PU

The participants of the original experiment reported the same positive and negative as-
pects for visual method with respect to PEOU. They appreciated that the visual method pro-
vides a visual summary of the results and that it is easy to use, but had a negative opinion
about primitive tool.

The main positive aspect for the textual method’s PEOU is time effectiveness (26% of
positive statements). Typical statement about this aspect was “I used very little time to do

my work ”. Instead, there is no consensus among participants about other two aspects:
clear process and ease of use. In fact, participants made a similar number of statements
that indicate these aspects as both positive and negative. For example: “it’s quite easy ”
(positive statement) or “it was sometimes a bit confusing how to apply the methodology ”
(negative statement).

The main negative aspect (28% of negative statements) impacting textual method’s PEOU
is related to poor worked examples illustrating method application. As participants reported
“the main problem was about the example that it uses - instead of defining in more general

way, and you are misguided by this example”.
In the original experiment participants reported as negative aspects for textual method’s

PEOU that process to follow was unclear and the use of tables to represent threats.
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Other Category Vis. Text. Total

Positive Aspects

Catalog of Sec. Controls 23 31 54

Catalog of Threats 30 29 59

Total Pos Other 53 60 113

Table 23: Other Criteria Influencing Methods Success

Perceived Usefulness. There are two main aspects that could positively affect PU of
visual method: help in identifying threats (55% of positive statements) and security controls

(31% of positive statements). Typical statements about these aspects were: “when you’re

doing a diagram you can actually see the flaw of the actions and it is easy to identify the

threats, the attacks” and “I find it good for finding some security requirements and risk ”. The
negative aspect for visual method PU is that visual notation does not scale well for complex
scenarios (65% of negative statements): “these diagrams are getting very soon, very huge

and very complex”.
Also participants of the original experiment complained about the visual notation that

does not scale well.
Similarly, the main positive aspect for textual method PU is that it helps in identifying

threats (50% of positive statements). They made such statements as “it has detailed steps

and helps to identify assets, threat agents and management options”. Instead, there is
no consensus among participants about the textual method helping in the identification of

security controls. In fact, they made equal number of positive and negative statements about
this aspect. Here are examples of typical statements made by participants about it: “After we

already known that our system description, the vulnerabilities, the threat or agents is easy

to identify the control.” (positive statement) or “ I can’t say that they allow you to find the

threat, the security control, whatever you want. It’s just a framework to help you.” (negative
statement).

The most significant negative aspect mentioned for textual method’s PU is the fact there
is no software supporting the execution of the steps of the textual method: “It is needed

because it will save half of the time if the table were generated automatically” (57% positive
statements).

According to the participants of the original experiment textual method helps in identifying

security controls, but the tabular representation of threats makes it difficult to show the link
among assets, threats and security controls, and thus to give a summary of the results of
the security analysis.

Other Relevant Aspects. In participants’ interview we have also identified other possible
aspect influencing methods’ success. Participants think that both methods would benefit
from availability of catalogs of threats and security controls. Typical statements made by
participants were: “I think that SecRAM could just employ some catalog, I think, by default.”.

Discussion

In this section we present the main findings regarding each of the research questions and
compare them with the findings from the original experiment (see Table 24).

Methods’ effectiveness. As shown in the previous sections, visual method is more
effective in identifying threats and security controls than textual method for good participants.
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Table 24: Results of hypothesis testing

Id Hypotheses Original Replication

H1.1A Difference in the number of threats found with visual and with
textual method

NO(*) YES

H1.2A Difference in the number of security controls found with visual
and with textual method

YES(*) YES

H2.1A Difference in the number of threats found with visual and with
textual method within each facet

YES(*) YES

H2.2A Difference in the number of security controls found with visual
and with textual method within each facet

YES(*) YES

H3A Difference in the participants preference for visual and textual
method

YES YES

H4A Difference in the participants perceived ease of use for visual and
textual method

MAY BE YES

H5A Difference in the participants perceived usefulness for visual and
textual method

MAY BE YES

H6A Difference in the participants intention to use for visual and tex-
tual method

YES YES

* We re-done statistical analysis on data from original experiment with Friedman test used in this replication

This result is also confirmed if we consider the facets assigned to the good participants.
Since the difference in the number of threats and security controls identified with the two
methods is statistically significant, we can accept the alternative hypotheses H1.1A, H2.1A,
H1.2A and H2.2A. In contrast, in the original experiment H1.1A was rejected and even if
H1.2A was accepted but textual method performed better in security controls identification
rather than the visual one.

Methods’ perception. Participants’ overall perception is higher for visual than for textual
method with statistical significance for all and good participants. Alternative hypothesis H3A

of difference in the overall perception of the two methods is thus upheld. The same result
holds for perceived easy of use, perceived usefulness and intention to use. Thus, the alter-
native hypotheses H4A, H5A and H6A can be accepted. Similar results were found in the
original experiment. The overall perception and intention to use were higher for the visual
method, while for perceived usefulness and perceived easy of use there was no evidence to
tell if there was a difference between the two methods.

Qualitative Explanation. The different number of threats and security controls identified
with visual and textual methods can be likely explained by the differences between the two
methods indicated by the participants during the interviews. Diagrams in visual method help
participants in identifying threats and security controls because they give an overview of the
possible threats (who initiate the threats), the threat scenarios (possible attacks) and the
assets, while the identification of threats in textual method is not facilitated by the use of
tables because it is difficult to keep the link between assets and threats and the process is
unclear. Also, lower effectiveness and perception of textual method can be explained by a
poor worked example illustrating method application, and the unavailability of the software
that would help to generate a bulk of tables.

Threats to Validity

We discuss here the main types of threats to validity [82]. Internal validity is concerned
with issues that may falsely indicate a causal relationship between the treatment and the
outcome, although there is none. One possible threat to internal validity is related to par-
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ticipants’ background. The familiarity of the participants with the methods evaluated during
the experiment is a threat to internal validity. At the beginning of the experiment, we have
administered a questionnaire to check the background of the participants and their knowl-
edge of security methods. The questionnaire has shown that all participants had a similar
background and had no prior knowledge about visual and textual methods. Another threat is
related to possible bias in the tutorials. Differences in the methods’ performance may occur
if a method is presented in a better way than the other. In our experiment we limit this threat
by giving the same structure and the same duration to the tutorials on textual and visual
methods. Finally, bias in data analysis was limited by having the participants’ reports coded
by the authors of the paper independently. In addition, the quality of the threats and security
controls identified by each group was assessed by an expert external to the experiment.
Construct validity concerns generalizing the result of the experiment to the concept and
theory behind the experiment. The main threat to construct validity in our experiment is the
design of the research instruments: interviews and questionnaires. The questionnaire was
designed following TAM with at least six questions for each of the independent variables we
wanted to measure: perceived usefulness, perceived easy of use, intention to use. Three
researchers independently have checked the questions included in the interview guide and
in the questionnaire: therefore we are reasonably confident that our research instruments
measured what we wanted to measure.
Conclusion validity is concerned with issues that affect the ability to draw the correct con-
clusion about the relations between the treatment and the outcome of the experiment. A
main threat to conclusion validity is related to how to evaluate the effectiveness of the meth-
ods under evaluation. A method is effective based on the quality of the results that it pro-
duces. If we consider just the number of results (e.g., number of threats identified) but not
the quality, threats to conclusion validity may arise. To mitigate this threat, we have asked
an expert in security for Smart Grid to evaluate the results the subjects have produced.
External validity concerns the ability to generalize experiment results beyond the experi-
ment settings. External validity is thus affected by the objects and the subjects chosen to
conduct the experiment. The main threat is related to the use of students instead of prac-

titioners. We mitigated this threat by using MSc students enrolled in a course on security
engineering. This allowed us to rely on students with the required expertise in security and
to ensure that they had the same level of knowledge on the subject. Another threat is the
realism of the experimental environment. Our experiment had the duration of three months
rather than two hours like most of the experiment. This allows us to use a realistically-sized
application scenario and thus to generalize our results to real-world cases.

Conclusions

With this study we replicated a controlled experiment we conducted to compare the effective-
ness and the perception of visual versus textual methods for security risk assessment. The
main findings on effectiveness are that visual method produces an higher number of threats
and security controls than the textual one. While the original experiment has shown that the
textual method leads to identify more security controls than the visual one. With respect to
participants’ perception we found that the visual method is preferred over the textual one
with statistical significance. Thus only the results on perception from the original experiment
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are confirmed.
To sum up the intentions for future works, we plan to carry out a replication of this exper-

iment with practitioners in order to increase the validity of our findings. In addition, we will
conduct experiments to evaluate the effect that some of the aspects that we identified during
interviews analysis have on the effectiveness and perception of the methods.
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